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Abstract: In the current world, everyone depends on the review 

system. The review system is the method to extract information 

from a wide variety of available data. It has many applications on 

the Internet, which becomes a convenient place to give feedback 

about a product, to watch a movie. When any user is trying to find 

the best service in a certain hospital, it is very difficult to do so by 

going through each of them manually. This makes it difficult to 

track and consider the sentiment of the patients, which is why 

manual searching is not effective. In this work, the idea is to 

develop and implement the Hospital Rating and Review System 

that will be implemented on a website using natural language 

processing. The extraction of subjective knowledge in source 

material through the application of natural language processing is 

an emerging area of research. 

 

Keywords: Comments, Multinomial NB, NLP, Random Forest, 

Support Vector Classifier. 

1. Introduction 

In the current world, the opinion of people has become one 

of the most important sources in the ever-growing popular 

social networks for various services. Online opinions have, in 

particular, turned into a kind of virtual currency for companies 

seeking for marketing their products, identify new 

opportunities, and manage their reputations. People's opinion 

has become one of the most important sources in the ever-

growing popular social networks for various services. Online 

views, in particular, have turned into a kind of virtual currency 

for businesses seeking for marketing their products, identify 

good opportunities, and manage their reputations. 

Practically, the users ask our trusted sources to recommend 

one when we are not familiar with a specific product. Today, 

the Internet's popularity encourages people to search for the 

views of other people on the Internet before buying a product 

or watching a film. Many websites offer services for user 

ratings and feedback, and these reviews may reflect the 

opinions of users about a product. For example, Amazon.com's 

customer review page lists the number of reviews, the 

percentage of different ratings, and reviewer comments. Such 

reviews and ratings typically affect their purchasing habits 

when people want to buy books, CDs, or DVDs. 

Today everyone depends on the reviews before doing 

anything like going to movies if the review is the best. But the  

 

reviewing system is not perfect in our society. The reviewing 

system in this present digital world is biased to make the profit 

for certain people. In the hospitals, the people who don't know 

about the new hospitals visit them and suffering more. A 

smaller number of hospitals are working perfectly for the 

people's sake. 

In this paper, we came up with the idea of a Hospital rating 

system using sentimental analysis where the search engine is 

another important source for people to look for the views of 

others in addition to these websites. When user enters a query 

in a search engine, the search engine checks its database and 

lists the best fitting web pages according to its requirements, 

usually with a summary containing the name of the report and 

sections of the text at times. 

2. Literature Survey 

The main models of these methods are SVM-based machine 

learning on training data and K-means cluster analysis on 

database inquiry result sets. The system takes personal 

information from the users and gives the training rating to each 

hospital [1], [2]. 

These hospitals are then clustered, and questions are 

produced to refine the recommendation. Finally, it recommends 

patients to choose the best hospital for their medication [3], [4]. 

Through the design of the method, assessing success is not a 

simple job because there is no correct or wrong 

recommendation; it's only an opinion issue. He has earned 

favorable feedback from users based on the researcher's 

informal evaluations. A broader collection of data will make for 

more accurate findings for this method. Ultimately, this work 

wants to implement a web- based user interface with a user 

database, and the training template is customized to each user 

[5]. 

For other applications, the authors applied data mining to 

carry out the moving model score. Several hospital attributes, 

such as doctors, specialists, are of the hospital building, are 

being researched. Study-based, it is found that doctors and 

hospitals are the most important attributes. The technique being 

studied is described. The database of hospital information is 

created. To create a decision tree, this data is then collected, 

cleaned, and transformed into' Weka.' The difficult part is the 
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removal of terms that influence the score in the subtitles / short 

stories, keyword choice, and keyword classifications [6]. 

In the use of genre and word category properties, the 

generated0 model will achieve approximately 80 percent 

accuracy. The concept is incorporated in the software 

application for storing details about films and proposed the 

moving score. The system for collecting classification content 

may also be extended to take into account other characteristics 

and image processing techniques [7]. 

In the other proposed models, Rotten Tomato Reviews is 

gathered from one database. Then the tokens are filtered by the 

length of each review tokenization. After this stemming is 

completed, delete tokens that are not necessary for the analysis 

of sentiment [8,9]. 

Multiply operator that compares each token with the positive 

word dictionary and the negative word dictionary. If the given 

token matches any of the word dictionaries, the token will be 

categorized as such [10], [11]. All occurrences in both positive 

databases and negative databases after that sums up. Apply the 

join operator, which eliminates the positive and negative-sum 

and creates the analysis class tag and shows it to the user [12]. 

The authors have shown their research that the extraction of 

people opinions on components of an entity is the important 

task of opinion gathering. To generate a valuable summary, it 

is important to combine such terms and phrases, which are 

domain synonyms, into the same feature category. There is also 

a problem in the features and opinions perception relationship 

[13], [14]. A novel approach is introduced to cope with feature-

level opinion mining problems. The specific features and 

implied features are included in the introduced study. The 

classified divisions of opinion words are ambiguous opinion 

words and simple opinion words, which seek to discover the 

hidden features and clutch the features [15]. 

The catching of features depends on three aspects: associated 

opinion terms, feature similarity, and feature formation [16]. In 

fact, background knowledge is used to improve the clutching in 

the process, which is seen to be helpful in clustering or 

clutching. Opinion mining at function level through three  

phases (1) Extract the features of the comments and the 

corresponding opinions (2) Cluster the features of the 

comments (3) Orient the opinions of the feature [17], [18]. 

3. Comparative Study 

In these work three machine learning algorithms are 

compared to get the best out of it.  The best algorithm out of 

these will be implemented in the hospital rating system for the 

sake of sentimental analysis. 

A. Support Vector Classifier 

Linear svc is a method of support vector machine. Support 

Vector Machine is a linear model for problems with 

classification and regression. It can do both linear and non-

linear problems and function well on other functional problems. 

SVM's idea is simple: The algorithm generates a line or 

hyperplane that divides the data into sections. 

The main motto of SVC is to suit the data you have, returning 

the best fit hyperplane that separates the data or categorizes 

them. From there, you can then feed some features to your 

classifier after having the hyperplane to see what is predicted 

class is. This makes the algorithm very ideal for our needs, 

though this can be used in other circumstances. 

Linear SVC is one of the algorithms that perform relatively 

well on the spectrum of text classification tasks dependent on 

NLP. However, if the prerequisite is to have a probability 

distribution for all groups, Linear SVC does not have a function 

like predict probability out of the box in scikit-learn. Linear 

SVC provides a method of decision function. The confidence 

score for a sample is the distance signed to the hyperplane by 

that sample. 

Applications of this algorithm are text analysis, data 

classification, face detection, etc. 

 
Fig. 1.  Flowchart of the website to give rating by comment analysis 

B. Multinomial NB 

Multi-naïve Bayes is a type of naive Bayes algorithm. Naïve 

Bayes Classifier Algorithm is a group of probabilistic 

algorithms focused on applying Bayes’ theorem with the 

“naïve” assumption that each pair of a function is conditionally 

independent.  Bayes theorem calculates probability P(a) where 

a is the class of potential outcomes, and b is the defined instance 

to be categorized, representing some of the characteristics. 

 

    P(a)=P(b)*P(a)/P(b)                                 (1) 



International Journal of Research in Engineering, Science and Management  

Volume-3, Issue-6, June-2020 

www.ijresm.com | ISSN (Online): 2581-5792     

 

172 

Naive Bayes is often used in the analysis of natural language 

(NLP) problems. Naive Bayes foresees a text name. They 

measure each tag's likelihood for a given document and then 

output the tag to the maximum. Multinomial Naive Bayes is a 

generalized variant of Naive Bayes, which is more narrowly 

designed for text documents, whereas basic naive Bayes will 

model a text as the inclusion and absence of different terms, 

multinomial naive Bayes directly model the word counts and 

change the underlying formulas to be discussed in. In 

documents belonging to class(c), it calculates the conditional 

likelihood of a particular word given to a class as the relative 

frequency of term d. The variance takes into account the 

number of terms d occurrences in class (c) instruction materials, 

including multiple occurrences 

The Naive Bayes multinomial classifier is ideal for 

classifying with discrete features (e.g., word counts for text 

classification). Normally, the multinomial distribution includes 

the count of integer functions. However, fractional counts, such 

as tf-idf, will work in practice as well. 

Applications of multi-naive bayes algorithm are real-time 

predictions, multi-class predictions, text classifications, text 

analysis, spam filtering, recommendation system etc. 

C. Random Forest 

Random forest is a supervised learning algorithm. It can be 

used for the classification and also regression. It's also the 

algorithm with the most versatility and ease of use. One forest 

is made up of decision trees. The more trees she has, the 

healthier a forest is, it is said. Random forests build trees on 

randomly selected samples of data, get predictions from each 

tree, and choose the best solution by means of voting. A big 

benefit of random forest is that it can be used for problems of 

classification as well as regression, which form the majority of 

existing machine learning systems. Let's look at the 

classification of random trees, as the classification is often 

called the building block of machine learning. 

Random forests have exactly the same hyper parameters as a 

decision tree or a classifier for bagging. Luckily there is no need 

to pair a decision tree with a bagging classifier, because you can 

simply use the random forest classifier. You can also perform 

regression tasks with random trees, using the regressor 

algorithm. random forest algorithm is used in applications like 

healthcare, e- commerce, finance etc., 

Random forests have exactly the same hyper parameters as a 

decision tree or a classifier for bagging. Luckily there is no need 

to pair a decision tree with a bagging classifier because you can 

simply use the random forest classifier. You can also perform 

regression tasks with random trees, using the regressor 

algorithm. Random forest algorithm is used in applications like 

healthcare, e-commerce, finance, etc. 

These three algorithms are compared in terms of accuracy, 

precision, etc., The best algorithm out of these will be used in 

the implementation of sentimental analysis for the hospital 

rating system. 

4. Results 

After giving comments to the three algorithms it produces the 

below results and from the results, we can choose the best 

algorithm for the rating the comments in the hospital rating 

system. 

A. Support Vector Classifier 

In fig. 2. It shows the results produced by the Support Vector 

classifier after giving comments to the algorithm  

 

 
Fig. 2.  Results produced by SVC algorithm 

B. Multinomial NB 

 
Fig. 3.  Results produced by Multinomial NB algorithm 

 

In fig. 3. It shows the results produced by Multinomial NB 

algorithm after giving comments to the algorithm  

C. Random forest 

In fig. 4. It shows the results produced by Random forest 

algorithm after giving comments to the algorithm. 
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Fig. 4.  Results produced by multinomial NB algorithm 

 

From the above results, it is proved that SVC (Support Vector 

Classifier) is best algorithm in terms of precision, accuracy and 

other extra parameters for the analysis and SVC algorithm is 

used in the website for the comments analysis from the patients. 

5. Conclusion 

This work implementation was carried out on Hospital 

reviews data. Due to the availability of a huge volume of user-

generated content in review sites, forums and blogs, Sentiment 

Analysis, and Opinion mining has become a fascinating 

research area. Sentiment Analysis has applications from market 

research to decision making and advertising in a variety of 

fields. With the aid of Sentiment Analysis, businesses can 

determine the degree of brand recognition and can develop 

strategies to boost their product. Before, there was no online 

platform for reviewing hospitals with the comments given by 

the patients. From this website, the patients can share their 

comments about the hospitals they visited. These comments are 

used for analysis, and the rating is given to the respective 

hospitals. Patients can utilize this website to make the right 

choice of hospitals. The development of more effective 

algorithms focused on subject models in many other opinion 

mining systems and for large-scale data sets is essential for 

potential research. 
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