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Abstract: Image captioning has become a modern and daunting 

activity that has attracted a widespread attention. The task 

involves generating a concise description of an image in natural 

language and is currently accomplished using techniques that 

combine the processing of natural language with the machine 

learning methods. In this paper we presented a paper a model 

which generates a description of an image in natural language. A 

combination of convolutional neural network was used to extract 

features and then recurrent neural networks are used to generate 

text from these features. We used a dataset called Flickr8k. The 

obtained results are positive and competitive. 

 

Keywords: Convolutional Neural Network (CNN), Recurrent 

Neural Network (RNN), Machine Learning. 

1. Introduction 

To human beings a simple look at an image is enough to 

identify the objects and regions in that image. But it's not the 

same for computers some previous models simply labelled the 

objects in the picture. There some models which generates 

image descriptions but rely on hard coded visual concepts. This 

imposed constraint on their variety. Text description created 

automatically for picture is the job of image captioning. 

Experiments on multiple datasets demonstrate the consistency 

of the model and the fluency of the of the language it only learns 

from the explanation of the picture. In this work we strive to 

take a step towards the goal of producing detailed image 

descriptions. We introduced multimodal architecture of the 

Recurrent Neural Network that takes an input image and 

generates its description. Our experiments show that the 

sentences produced outperform retrieval based baselines 

significantly, and produce meaningful qualitative predictions. 

We then train the model on the inferred correspondences ant 

assess its performance on a new regions level annotation 

dataset. The model produces definitions of the image ant its 

regions in the natural language. This approach leverages image 

dataset and their description of sentences to learn about the 

intermodal correspondences between the language and visual 

data. This alignment model is based on a combination of 

convolutional neural networks over image regions, 

bidirectional recurrent neural networks over sentences and a 

specified goal that aligns the two modalities with a multimodal 

embedding. It then describes an architecture of the multimodal 

recurrent neural network that uses the inferred alignments to 

learn how to generate image region descriptions. 

 

2. Proposed System 

CNN features are capable of describing an image. A common 

approach for applying this ability to natural language is to 

extract sequential information and turn it into a language. They 

extract feature map from top layers of CNN in most recent 

image captioning works, move it on to some sort of RNN and 

then use a soft max to get word score at every stage. Now our 

goal is to identify in addition to captioning, the objects in the 

picture to each word refers. To put it another way, we want 

details about location. So we need to extract features from a 

lower level of CNN, encode it into a vector that is dominated 

by the feature vector referring to the object that the word wants 

to represent, and move it on to RNN. RNN then generates the 

natural language description of the image. 

3. Literature Survey 

Work [1] proposed an architecture of a deep, convolutional 

neural network codenamed Inception. The key feature of this 

architecture is the improved usage of the computing resources 

within the network. But features learned from the lower layers 

may contain more accurate information about the correlation 

between captioned words and specific image location. 

Work [2] presented a generative model based on a profound 

recurrent architecture combining advance in computer vision 

and machine translation that can be used to generate natural 

phrases describing an image. Given the training image, the 

model is trained to maximize the likelihood of the target 

description. 

Work [3] implemented a model based on profound, 

convolutional networks that performed very well in tasks of 

image interpretation. The recurrent convolutional model and 

long term RNN models are suitable for end to end trainable. 

Large scale visual learning and demonstrate the value of 

these models on video recognition tasks in benchmark. 

Attention mechanism has a long history, especially with respect 

to image recognition. The associated work comprises work [4] 

and work [5]. 

Figure 1 shows the interaction between user and system. User 

will be given an option to insert the image where he can insert 

any image available in his system. After inserting an image, the 

system will pre-process the image and the pre-processed image 

will be fed to trained CNN model. The output of CNN will be 

given to RNN which generates the caption for the image. This 
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generated caption will be displayed for the user. 

 

 
Fig. 1.  Use case diagram of automatic image captioning 

 

 
Fig. 2.  Sequence diagram of automatic image captioning 

 

Figure 2 shows the sequence of steps. Initially user    inputs 

the image for pre-processing. Here image will be converted to 

grey scale then it will be converted to fixed size then image is 

fed to CNN.CNN generated output will be given to RNN. Now 

RNN generates the caption and that caption is displayed to user. 

  

 
Fig. 3.  The data flow diagram for automatic image captioning 

 

Figure 3 shows Data flow diagram. This shows different 

stages of how an image is processed to get a single line caption. 

The image is taken as input and it is processed and is passed 

through trained CNN and RNN models. At last a single line 

caption is obtained as output. 

4. Conclusion 

This paper implemented a model that produces natural 

language description of image regions in the form of a dataset 

of images and sentences, based on weak labels and with very 

few hard coded assumptions. We have shown that this model 

provides the state of the art performance in experiments on 

image sentence ranking. 

As for attention, our model is only able to recognize the most 

important part of the images. That is, the attentions at each step 

are the same. The overall information of the image has been 

feed into the decoder, which is enough to generate a decent 

sentence, and thus the following inputs can be coarser. This is 

exactly the motivation of our other models. They are potential 

to work better given more fine tune. 
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