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Abstract: Recent work on fast-RCNN and faster R-CNN is done 

to increase the speed and performance of object detection. This is 

done by selecting various methods of using the CNN. These 

systems try to apply the CNN on proposed region multiple times 

or applying the CNN once and then selecting RoI to detect the 

object. These systems have high accuracy in general condition. 

However, when the camera is supposed to be stationary there are 

several steps which can be considered as non-essential to detect 

vehicles or objects of various classes. The proposed work is used 

to reduce the area of application of a system of detection of vehicles 

for stationary camera. While simultaneously reducing the time to 

detect vehicles in a frame. 

 

Keywords: R-CNN, Faster R-CNN, Convolutional Neural 

Network, Feature map. 

1. Introduction 

Vehicles on roads need to be monitored in metropolitan or 

urban areas to regulate the flow of traffic and maintain 

vigilance. Monitoring traffic and identifying vehicles also helps 

enforcing authorities to act rapidly. There are several available 

models for vehicle detection in city to monitor traffic 

congestions [1] and identify the type of vehicles [2] on road in 

specific locations. These models are similar to the proposed 

models in a way, that all these models require the camera to be 

fixed at a point. 

However, the aim of our model is different from [1][2], as 

our model aims at reducing the time of detection of objects by 

application of a 2-stage system. The work of Clifford Austin, 

Carlo Migel Bautista, for detecting vehicles in low resolution 

videos of traffic is the base of this research.  

The common deep learning approach to detect vehicles is, to 

apply a Convolutional neural network, either one or many 

layers of a CNN are either fully connected, and every layer of 

the CNN gives the output as a feature map, which is a 2D 

matrix. The resultant feature map 𝑦𝑗 of a convolution layer j is 

shown by 𝑦𝑗 = 𝑏𝑗 + 𝑖(𝑘𝑖𝑗 ∗ 𝑥𝑖) where 𝑏𝑗 is a bias parameter 

which can be trained, 𝑘𝑖𝑗 is the layer’s filter, and 𝑥𝑖 is the image 

used as an input.  

Therefore, convolutional operation represented as ‘*’ for any 

node is given as, 

  

                   (1) 

 

Here the kernel is denoted by “h” and the image denoted by 

“f”. “m”, “n” are the row and column indexes. 

2. Faster RCNN for Vehicle Detection 

In Faster R-CNN, (RPN) shares the convolutional layers with 

object detection network, therefore reducing the proposal costs. 

In this model few extra convolutional layers are used to regress 

regional bounds [4] This algorithm has led to a significant 

increase in speed and it has also proven to improve performance 

of object detection. Faster R-CNN was the basic model for 

winning entries in ImagNet [6] detection and localization at 

ILSVRC 2015 at the COCO2015 competition [3]. 

 

 
Fig. 1.  The structure of Faster R-CNN. RPN and the classifier shared fully 

convolutional layers, which are trained jointly. The RPN acts as attention 

director, for the optimal-bounding box for a wide range of scales 

3. Overview of Model 

The faster RCNN models is a 2 stage models similar to our 

model, however the first stage of faster R-CNN instead of using 

selective search algorithm on the feature map to identify the 

region proposals like conventional RCNN or fast RCNN [5], 

faster RCNN uses a completely separate network to predict 

regional proposals. then reshaping these proposals using a RoI 

pooling layer and therefore classifying the image in the 

proposed region to predict the bounding boxes respective offset 

values. 

From the above test it is clear that the two stage faster R-

CNN is much faster than traditional regional CNN.  

 Our model however unlike faster R-CNN does not use does 

not use the same separate network for regional proposal. The 

model proposed in this paper like RCNN uses a regional 
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proposal algorithm first, for vehicle detection, only the lower 

half of the image frame is selected to run a separate network to 

identify the feature map to identify regions, where the 

probability density of vehicle (i.e. the road in the image in lower 

half) is maximum. The selection of lower half of the image 

means the network to find regional proposals will have look 

only into half of the grid on the image. 

Deselection of upper half of the image to find regional 

proposal on a SxS grid results in a (S/2 x S) grid thereby 

reducing the input layer and consequently the inner layer of the 

network to be reduced by half.  

 

 
Fig. 2.  Time vs. Speed test comparison of faster R-CNN, Fast R-CNN, 

SPP-net, traditional R-CNN 

 

 
Fig. 3.  The regional proposal network running on only lower half of the 

image, avoiding to run the region with least probability of object density 

 

For the image with the (S/2 x S) grid with bounding boxes, 

every single bounding box gives the outputs an offset values as 

well as class probability for the boxes. The bounding boxes 

having these class probabilities above a given threshold value 

are selected and therefore selected to localise the object in the 

frame. 

 

 
Fig. 4.  Grid with green as high-class probability of vehicle i.e. above 

threshold 

4. Comparison with Other Models of R-CNN 

In RCNN after the RoI is generated, 2000 regions are 

generated as output and convolutional network is applied to 

every region thus the time for detection in every frame is about 

45-50 second. However, in our model which is derived from 

faster RCNN and YOLO model a separate network initially find 

the RoI similar to that of RCNN but the region of proposals can 

be calculated to be 2000/2, also our model uses the grid for 

bounding box of region and does not uses “selective search 

methods” which performs no learning, rather uses a network to 

learn about the high probability region in the frame the regions 

selected for application of convolutional network is highly 

selective and adaptive.  

The network looks at the parts of the half image which must 

be having high probabilities of holding the object, rather than 

looking at half image at once.  

5. Validation 

 

 

6. Conclusion 

We organized a range of comparative-study experiments and 

gave a comprehensive analysis on the performance of the 

proposed model of vehicle-detection, which includes a study of 

both testing and training size scale, localization of object as 

compared to recognition and training. We derived an approach 

better than the RCNN and combined the model with YOLO 

model of object detection to identify RoI[7], and restructured 

the faster RCNN to identify region for object detection first and 

then apply the convolutional layer so that the model can return 

0 (zero) value or no output when a vehicle is not in the frame 

without even the application of a convNet and save time for 

such iterations. 
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