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Abstract: The digital era with its never ending explosion of 

content has created a paradigm of too many choices. A user who is 

new to the platform or is in search of an entity is lost in this ocean. 

Is there a base where she/he can start off with? Yes we can resort 

to static pre curated lists of popular/ most preferred items. This 

system’s inherent flaw is that it considers all users to probably 

have the same behaviour and interests but on the contrary human 

interest spans differently across different domains and 

demographics. Given a fixed landing screen real estate and the 

wavering human mind, we need to curate user specific lists to take 

maximum advantage of this span of attention. Users can also be 

introduced to new content based on their persona. A 

Recommendation System assists users to find enthralling content 

in a large digital mine. In a box it can be broken down into a simple 

system that matches users with items they may be interested in. 

This kicks off the horses to find the best and efficient way to do it. 

So how can we model a system that can predict user preferences 

with the limited knowledge of the user and content. This paper 

explores various techniques used for implementation of 

recommendation systems such collaborative filtering, content 

based filtering, hybrid models of recommendation and 

demographic based filtering technique. The paper dives into the 

pros and cons of each method. The problems faced at scale. What 

are the attributes of the entities we look at and the ease of adding 

new items. The study compares other eminent research 

publications to comprehensively evaluate these problems. We tie 

all this together by looking at a hybrid approach and evaluate how 

multiple techniques work in tandem to create a balanced and 

practical model in the field of recommendation systems. 

 

Keywords: Collaborative filtering, Content-based filtering, 

Demographic based Filtering, Hybrid Recommendations, 

Recommender system. 

1. Introduction 

Now-a-days, enormous volume of data is generated from 

numerous sources through Internet, IoT platforms, social 

media, smartphones etc. The generated data is a set of objects 

and their attributes. Objects might include record, item, 

observation or instance while attributes include characteristics 

or features [1]. Any meaningful insights cannot be drawn with 

only data; a process is required to derive relevant information 

from this data to give meaningful insights. Most of the time this 

is achieved using data mining.  

 

One way of carrying out this data mining is through 

recommendation systems. These are the techniques providing 

suggestions for items to the user for instance recommending 

electronic related items if a user is trying to purchase a mobile 

on an ecommerce website. These suggestions helps the user to 

make an effective decision regarding the enormous choices the  

Web world has to offer, such as what products to purchase, 

which book to read, which movie to watch.  

RSs are mainly directed towards individuals who usually 

lack competence to assess the massive number of alternatives 

the Internet has to offer leaving the users perplexed [1]. 

Recommendations can be personalised or non-personalised. In 

personalised recommendations different user segments receive 

different suggestions based on the proclivity and constraints of 

the user segment whereas non-personalised suggestions do not 

take features of any specific user segment into account.  

For Example, consider a movie recommender system, the 

popular website Netflix.com employs a recommender system to 

personalise the home page for each of it’s customers. Such 

recommendations fall under personalised recommendations. 

While recommending top 10 movies come under non-

personalised   recommendations which are easier to predict but 

do not attract much research. Personalised recommender 

systems are mostly addressed by the researchers to analyse 

profuse volume of data to provide the users with personalised 

content and services. 

2. Types of recommender systems 

Recommendation system is a concept that is established in 

the domain where items (books, products, movies) to be 

suggested to users (customers, web page visitors, online article 

readers). A Recommender system gains information about the 

user. This information is gained using different methods of data 

mining on the raw data captured by different sources like 

Internet/Social Network, Media, databases [2]. 

Recommendation process can be divided into 3 phases with 

a feedback. Refer to figure 1 for diagrammatic representation 

of the three phases. 
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Fig. 1.  General conceptual flow of a recommender system 

 

1. Information Collection Phase:  This phase captures 

data about the users from the different sources 

mentioned above. Data is mined to discover 

appropriate and relevant information. 

2. Learning Phase: This phase employs the filtering 

techniques and algorithms on the information gathered 

implicitly or explicitly to derive meaningful insights 

from the information which is required in the next 

phase. 

3. Recommendation Phase: This is the final phase where 

on the basis of data pre-processed in the first phase and 

trained in the subsequent phase, recommendations are 

made to the users in the shape of personalised 

suggestions, content or services.  

A feedback is given after the recommendation phase based 

on user’s actions like ratings, comments, visited links.  

A Recommender software gives a prediction based on one of 

the following techniques. 

A. Collaborative filtering  

 Collaborative Filtering is a method used by 

Recommendation systems where predictions are made about 

preference of a user by exploiting similarities amid various 

users or products for predicting missing scores and thus make 

satisfactory recommendations. It implies that collaborative 

filtering models can suggest an item to user X based on the 

preferences of similar user’s Y and Z. 

User Y: Prefers item2, item6, item9 

User Z:  Prefers item1, item6, item9 

If User X prefers item6 then the Collaborative based 

recommendation system predicts that User X might be 

interested in item9 as well.   

This technique are of two types: 

 Memory-based collaborative filtering technique  

 Model-based collaborative filtering technique 

This technique is advantageous as there is no requirement of 

pre-requisite knowledge in that domain to learn the 

embeddings. It acts as a great system to recommend new items 

to the user. But this technique encounters the issue of cold start 

which is the scenario that arises due to addition of a new item.  

 

 

 
Fig. 2.  Collaborative based filtering technique 

 

Figure 2 illustrates collaborative based approach with an 

example of Movie recommendation. 

B. Content based filtering  

Content-based filtering technique is one of the common 

methods in building recommendation systems. This technique 

is even referred as cognitive filtering, that suggests items based 

on the comparisons of item description and a profile of user’s 

interest. The content of every item is mapped to a collection of 

descriptors and represented for the items or related terms, 

mainly the terms that occur in a document. This technique 

analyses a collection of descriptors fed to it as inputs for a 

specific item scored by the user earlier. It then builds a model 

which recommends a user. These recommendations are 

generated by capturing users’ predilection [3]. 

For instance, if a user views an internet page with the words 

“Outfits”, “Accessories” and related items the model 

employing content filtering technique will suggest pages related 

to fashion and apparel. The advantage of this technique is that 

it scales very well to a large number of users but the main 

drawback is a lot of domain knowledge is required. The model 

turns out to be as good as the amount of knowledge we engineer 

into it. 

 
Fig. 3.  Content based filtering technique 

 

Figure 3 illustrates content based approach with an example 

of Movie recommendation. 

C. Demographic based filtering 

This recommendation methodology uses user profile data 

such as gender, age, education, demographic region, interests 

and their views on the scoring of items and identifies common 
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users with similar scores of items and preferences that 

segregates users by age group and living area [4] The 

conceptual ground of this system is an assumption that varied 

suggestions needs to be generated to account for varied 

demographic niches. 

D. Hybrid recommendations 

Hybrid Recommender systems are amalgamation of 

Collaborative based recommendation, content based 

recommendation and other techniques. This technique is more 

preferred in todays’ consumer world due to its improved quality 

and performance by blending in different techniques. For 

instance, Collaborative filtering doesn’t suffer from ramp-up 

problem, hence can be combined with other methodologies to 

nullify the same issue. 

Hybrid approaches have multi-methods [5]:  

 Weighted: In this method, every recommended 

component is numerically combined, the different 

scores given by each system. 

 Switching: In this approach, the system has several 

options of varied suggested products to the user and 

amidst them it selects an appropriate one based on user 

predilection. 

 Mixed: This method employs a system that suggests 

several different items all together to the user.  

 Feature combination: This approach involves 

amalgamation of several knowledge sources to 

develop features of a recommendation system.  

 Feature augmentation: This technique involves 

computation of collection of traits of recommendation 

systems.  

 Cascade: List of recommendations has a weighted 

priority. items with higher rating appear first, followed 

by the items with a lower rating score. 

 Meta-level: It is an input technique used to generate 

and produce a model to the next step of the 

recommender system algorithm.  

The combination of these various techniques improves 

efficiency and dampens the challenges and problems that occur 

by solely using either content based technique or collaborative 

filtering technique exclusively.  

3. Related work 

An improvisation on accuracy by including semantic data [6] 

focuses on the use of Hybrid Collaborative Filtering with 

Semantic Information model which uses both historic user data 

and semantic item data and the analysis provided an improved 

accuracy. 

 Enhancement of Movie suggestion by incorporating Support 

Vector Machine [7] proposes the use of a Hybrid model with 

Support Vector Machines as the base for Collaborative filtering 

and the results and optimised using genetic algorithm. This 

technique addresses the issue of scalability of the solution.  

Use of Case based reasoning [8] is a hybrid approach that 

address cold start and over specialization problems. It combines 

both models to get higher accuracy in larger datasets. 

 A simple collaborative approach [9] with the standard cosine 

similarity rule for efficient searching and filtering mechanisms 

are presented.   

Scalability of collaborative filtering using methods that 

account for interactions within a neighbourhood and that do not 

require imputations is presented in [10] which showcases the 

use of complementary models with collaborative filtering. The 

experimental results suggest that significantly high accuracy is 

achieved in large real world datasets. 

A comparison of KNN and SVM based collaborative 

filtering framework is presented in [11].  The outcomes of the 

implementation showcased in this paper confronts the k-

Nearest Neighbour (kNN) algorithm with Support Vector 

Machine(SVM) with different properties in the collaborative 

filtering framework. The results showcase that a model based 

approach like SVM is preferred for extremely sparse datasets 

whereas kNN is more feasible for regular datasets. 

A content-based recommendation framework is proposed 

called FIRSt, which combines user generated content (UGC) 

with semantic analysis of content is proposed [12]. First’s 

contribution here is a combined approach that allows a content-

based recommender to deduce 

4. Conclusion 

Recommendation systems are increasingly becoming 

prevalent in today’s consumer world. There is a strong need to 

identify and solve the problems that come at this scale in 

building these systems. This paper details the nuances of major 

implementations of Recommender systems like Content based 

filtering technique, Collaborative filtering technique, a Hybrid 

model and Demographic based filtering.  

The challenges of each like cold start and scale on larger 

datasets is discussed and it has been found that the hybrid 

models are effective in solving these issues. The future scope of 

the work includes finding more complementary models that can 

assist these systems in achieving larger scales and better 

accuracy there is also dearth in comparison metrics of these 

models. Only using a simple accuracy metric does not show 

how well the model has identified some of the local semantic 

relationships. This can colour our vision to choose an 

appropriate system. Finer nuances like these need to be 

addressed. 
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