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Abstract: In recent years, the road accident has become a global 

problem and marked as the ninth prominent cause of death in the 

world. Due to the enormous number of road accidents every year, 

it has become a major problem in Bangladesh. It is entirely 

inadmissible and saddening to allow its citizen to kill by road 

accidents. Consequently, to handle this overwhelmed situation, a 

precise analysis is required. This research paper has been done to 

analyze traffic accidents more deeply to determine the intensity of 

accidents by using machine learning approaches in Bangladesh. 

We also figure out those significant factors that have a clear effect 

on road accidents and provide some beneficent suggestions 

regarding this issue. Analysis has been done, by using Decision 

Tree, K-Nearest Neighbours (KNN), Naïve Bays and Gadabouts 

these four supervised learning techniques, to classify the severity 

of accidents into Fatal, Grievous, Simple Injury and Motor 

Collision these four categories. Finally, the best performance is 

achieved by Gadabouts. Keywords- Accident Severity, Machine 

Learning, Supervised Learning Feature Analysis, Road Accident. 

 
Keywords: K-Nearest Neighbours, Decision tree. 

1. Introduction 

Road Accident is the most undesirable and unexpected thing 

to occur to a road user, though they happen quite often. 

Unfortunately, we can see a minatory rise of road accidents in 

Bangladesh, conspicuously highroad accidents over the past 

few years. It has a massive impact on society as well as in the 

economy of our country as there is an immense cost of fatalities 

and injuries. According to a recent inspection, conducted by the 

Accident Research Institute (ARI) of Bangladesh University of 

Engineering and Technology (BUET), annually on an average 

12,000 lives have been taken by road accidents and lead to 

almost 35,000 injuries [1]. This record indicates that every day, 

approximately 32 people were killed in Bangladesh by road 

accidents and it is quite devastating. Besides this, according to 

WHO, the economic cost of road accidents to a developing 

country like us is 2-3% of GDP, which is a significant loss for 

a country like ours. Moreover, reducing this loss has become a 

great matter of concern for our country now. 

In recent years, traffic accident analysis drew considerable 

attention to the researchers to determine the factors that 

significantly affect traffic accidents. But unfortunately, 

maximum research methods are based on statistical records or 

by doing some simple survey based on interviews or  

 

questionnaires. But, it is not possible to get a better and unerring 

solution by using these types of primitive approaches. The main 

puzzle is that behavioural features in traffic accidents are quite 

difficult to study by these kinds of traditional research methods. 

Because, accidents are relatively unpredictable and 

extemporaneous, so direct observation is quite difficult. For that 

reason, getting 100% accurate data is quite impossible. 

Implementation of an advanced method that can give better 

analysis result is a crying need here. Machine learning is one of 

the most advanced scientific fields of AI that can be applied 

here to get a better result. The prime goal of this research paper 

is to analyze the road accidents and determines the severity of 

an accident by applying advanced machine learning techniques 

[2]. 

There exist so many developed methods in machine learning 

to examine this sector. In this research paper, the authors 

perform traffic accident analysis, by applying four advanced 

and most popular supervised learning techniques of machine 

learning because of their proven accuracy in this sector. Those 

approaches are- Decision Tree, K-Nearest Neighbours (KNN), 

Naïve Bays and Adaptive Boosting (Gadabouts). In this paper, 

the authors classified the intensity of an accident into four 

categories- Fatal, Grievous, Simple Injury and Motor Collision. 

To categorize the severity of any traffic accident in these four 

categories, eleven main factors that affect the maximum 

number of accidents in Bangladesh have been selected as the 

feature. Previously occurred, almost 43 thousand traffic 

accidents data in Bangladesh from 2001 to 2015 have been used 

as our learning materials. 

Among these four techniques best performance is achieved 

by Gadabouts and its accuracy was 80%. The remnant of this 

paper is ordered as follows, Section II gives a simple overview 

of our working procedure and provides information regarding 

dataset preparation. In Section III, we briefly describe the 

methodology of these four proposed methods. In Section IV, we 

present our result section by comparing these four methods 

based on their accuracy. In Section V, we discuss our future 

directions and conclude the paper by providing some beneficial 

suggestions. 

2. Proposed model 

There are three types of machine learning algorithms- 
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supervised and semi-supervised learning, unsupervised 

learning, and reinforcement learning [10]. Among these three 

broad categories of machine learning classification approaches 

the supervised learning approach has been used in this research 

paper because of its competency in modelling and regulating 

dynamic systems. Here, the authors have used the four most 

popular machine learning techniques for road accident analysis 

[11]. Those are Decision Tree, KNN, Naïve Bays and 

Gadabouts. Figure 1 presents a simple view of the overall 

working process. A. Preparation of dataset Accurate and 

extensive accident data records are the most important and 

prime need to get better performance by applying machine 

learning approaches. But, getting a perfect and 100% accurate 

dataset is quite challenging. Therefore, to process data based on 

the need the authors have followed the following instructions. 

The working mechanism of proposed approaches 

1. Data Collection: For the accurate prediction of the 

severity of accidents, a considerable number of traffic 

accident records with full information is required to train 

by using the proposed approaches. In this research work, 

the authors have collected a dataset from the ARI of 

BUET that consists of total 43,089 traffic accidents 

record from the year 2001-2015 in Bangladesh. We split 

our entire dataset into two parts- Training Dataset and 

Test Dataset. 70% of the whole dataset has been chosen 

randomly by using a python library as a training data set 

and the remaining 30% has been used as our test dataset. 

We have used the 70-30 ratio for splitting dataset 

because of its proven accuracy. 

2. Data Pre-Processing: In this dataset, all the accident 

records were written with formal words. We properly 

organize this total dataset based on the feature. In total, 

we have found 34 factors that affect previous accidents 

in some way. Firstly, we methodize all accident records 

by using these 34 features. After that, for many accident 

records, we have found 8.7% missing values in the total 

dataset and the selective 11 features (Table 1) has 1.65% 

missing value. As these missing values can affect the 

performance, on account of this, we have applied a 

method by using the mean value of that feature column 

to provide an amount where it is required. We use this 

method as there presents no extreme value which can 

affect the mean. a) Feature Selection: Working with a 

large number of features may affect the performance 

because training time increases exponentially with the 

number of features. Even, it has also the risk of over 

fitting with the increasing number of features. So, for 

getting a more accurate prediction, feature selection is a 

critical factor here. Sclera (A python machine learning 

library) has been used to diverge the feature with less 

importance. To obtain the most essential features, we 

operate 1. Decision Tree 2. KNN 3. Naïve Bays 4. 

Gadabouts Data collection. 

 

1. Data cleaning 2. Features selection 3. Set missing value 

Machine Learning Algorithms Data Pre-processing an 

experiment by applying three different algorithms of feature 

selection [12]. Those algorithms are Univariate Feature 

Selection, Recursive Feature Elimination, and Feature 

Importance. 

1. Univariate Feature Selection explores each feature 

severally and selects the best features based on univariate 

statistical tests. There are multiple ways of implementing 

the univariate feature selection. For this research work, to 

select the topmost essential features we have applied the 

Chi-Squared statistical test for non-negative features. 

2. Recursive Feature Elimination works by removing the 

features recursively and uses the accuracy of the model to 

pick the features that contribute the most to predict the 

desired variable. Initially, it trained all the features, and 

by exerting logistic regression, it tried to figure out the 

significance of each feature. After that, it pruned the 

features with less importance, and this process gets 

repeated until it attains the desired number of features. 

3. Feature Importance is a trained, supervised classifier to 

find out the critical feature. It works like a classifier and 

evaluates each attribute to create splits. By using, 

information gain approaches it finds which features are 

affected less and then ranked them according to the 

measure. Univariate Feature Selection. 

Recursive Feature Elimination Feature Importance Junction 

Type Time Junction Type Thana Traffic control Thana District 

Weather District Time Light Time Traffic control Road 

geometry Traffic control Weather Vehicle type Weather Light 

Movement Light Road Geometry divider Road Geometry 

Vehicle type Road class Vehicle type Movement Surface 

condition Movement Divider Surface Type Divider Road class 

Surface Quality Road class Location type Location Type 

Location type Vehicle defect Road Feature Vehicle defect 

Surface condition Vehicle defect Vehicle loading We applied 

these three feature selection methods and obtained top 15 

features for each technique . After that, we try to figure out the 

standard features among these. 

3. The methodology of proposed approaches 

a) Decision Tree: For classification problems, the decision tree are 

extensively used the supervised algorithm. The primary 

perspective of this algorithm is predicting the value of the desired 

variable by learning decision rules deduced from the features of 

the data and create a model of that. First of all, a root node is 

designated for the construction of this model based on the best 

attribute picked by the gain approach and the sub-nodes are then 

generated on the basis of the decision taken in relation to the 

status of quality selected at each node. When each node is reduced 

to a single quality status, the class is determined at the end of the 

node; it is called a leaf. These courses of action continue 

recursively until a class is defined at the end of each node. 

b) Gadabouts: Gadabouts is mainly a boosting algorithm which is 

used with short decision trees. Every instance is weighted in the 

training dataset. At first, the weight is set to, Weight, wi = 1/n 
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Where w I is the ith training instance weight and n is the number 

of training instances. Further, the first tree is created, the 

performance of the tree on each training instance is used. After 

that, it evaluates overall errors. Next iteration weights are 

calculated by the errors. More weight is given where hard to 

predict, whereas less weight is given where easy to predict. 

c) KNN: KNN is a classification algorithm which is based on feature 

similarity. It analyzes the data and measure the distance and 

similarities between data and cluster them based on K values. 

Distance is calculated in many ways, for this research, we used 

Euclidean distance measurement. The class of new input data is 

classified by calculating the distance between the clusters and 

assigned it to the closest one.  

d) Naïve Byes: Naïve Byes is another classification technique based 

on Bays theorem. It predicts the probability of different class 

based on several attributes and assigns the new class to the highest 

probability. The algorithm working rule: 

 

Posterior, p(a|b) = p(b|a)*p(a)/p(b) 

  

The posterior probability is mainly the probability of “a” 

being true given that “b” is true. increased. It’s a significant 

noticeable thing for making proper steps to decrease the number 

of accidents. 

4. Result analysis and discussion 

In this research paper, to evaluate the performance of the 

proposed approaches, we performed two different experiments 

based on the accident severity class. In our first experiment, we 

have determined the performance of each algorithm, for four 

accident severity classes (Fatal / Grievous /Simple Injury/ 

Motor Collision). Naïve Bays and Ado-Boost both of them, 

achieve the high accuracy among these four approaches, and 

their accuracy is 80% (Table II). By overall performance, Ado-

Boost gives the best result because of its iterative classification 

on decision tree. 

 

Table 1 

Severity prediction results of algorithms 

 
We observe that most of the accidents in our dataset are Fatal 

and value for the other three classes is very low. For that reason, 

in our second experiment, we merge Grievous, Simple Injury, 

Motor Collision these three accident severity classes into one 

class. Therefore, we have attained the performances of the 

proposed approaches for two accident severity classes (Fatal / 

Grievous). In this experiment, we have noticed that the 

accuracy of Decision Tree and KNN get increased, though the 

accuracy of Naïve Bays and Gadabouts remain the same (Table 

II). But it is also mentionable that, the performance of 

Gadabouts is much better than the previous experiment as 

precision and F1 score increased here in a noticeable way. 

Besides this, we did experiment with the features in our dataset 

and have tried to find out their effect on a traffic accident. 

statistically we have found that based on the condition of some 

features the number of accidents. 

5. Conclusion 

Losses in road accidents are unbearable, to the society as well 

as a developing country like us. So, it has become an essential 

requirement to control and arrange traffic with an advanced 

system to decrease the number of road accidents in our country. 

By taking simple precautions, based on prediction or warnings 

of a sophisticated system may prevent traffic accidents. 

Moreover, it’s a primary need for our country now, to tackle 

this situation where every day so many people were killed in a 

traffic accident and day by day this rate is getting increased. The 

implementation of machine learning is a functional and a great 

approach to take an accurate decision with the experience to 

manage the current situation and the findings of the analysis 

part can be suggested to traffic authorities for reducing the 

number of accidents. We can use proposed approaches to 

implement machine learning here because of their proven and 

higher accuracy to predict traffic accident severity. Moreover, 

to make it more feasible, we will try to make a recommender 

system by using these approaches that can give a prediction to 

the traffic accident and can warn the road user. In the future, it 

will be our try to create a mobile application by implementing 

this methodology to provide an accurate prediction to the user 

and make it very useful and beneficial also. 
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