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Abstract: The main idea of collaborative filtering (CF) methods 

is to recommend items to a user by taking into account the rates 

on those items made by other users. CF systems work by collecting 

user feedback in the form of ratings and exploit similarities and 

differences among profiles of several users. According to this 

feedback can be given explicitly, ratings or annotation, or 

implicitly such as the time spent in examining the content of the 

recommendations. Although CF has proved to provide good 

recommendation it presents some troubles. One of the major 

disadvantages of collaborative filtering is that it cannot 

recommend new items since the new items don’t have any rate. 

Another disadvantage of CF is that users need to be involved a lot 

with the system and provide a lot of rates. This is a disadvantage 

because it is hard to obtain reliable information from many users. 

In general, current content-based systems have not yet had 

significant impact on society due to an inability to bridge the 

semantic gap between computers and humans. It is hard to extract 

features from the audio signals that have a truly human meaning. 

Furthermore, the work presented in states that users put a great 

value in online music reviews, ratings, recommendations, etc. It 

seems that the information needs of people are quite related with 

social behaviour and not only based on content or features of 

music. This thesis will try to solve the main disadvantages of 

content-based and collaborative filtering recommendation 

methods. With the purpose of overcoming these disadvantages a 

hybrid content-based collaborative filtering recommendation 

system will be built. This hybrid system should possess the best 

characteristics of both methods and will produce better results 

than each method individually. To achieve these goal, we will also 

present research on current content-based and collaborative 

methods in such a way that we will be able to find out advantages 

and disadvantages of them. 
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1. Introduction 

In the last years the widespread of several technologies have 

changed the way people manage, access, and distribute 

multimedia content. Technologies such as the development and 

dissemination of P2P networks, and the increase in storage 

capacity of portable devices had special effect in the worldwide 

diffusion of multimedia content. Among all the many kinds of 

multimedia content, music is one of the most popular content 

now a day. The reason for this is that music is an art and can be 

shared by many people from different countries, languages, and 

cultural backgrounds. One point of reference for this 

affirmation is the number of items sold daily by web-based  

 

dealers, or the number of items downloaded and shared via the 

internet. In its 2007 Digital Music Report, the International 

Federation of the Phonographic Industry (IFPI), stated that the 

number of legally downloaded songs in 2006 reach the amount 

of 795 million. These facts show us that music is commercially 

and culturally important.  

As the amount of audio content available is increasing 

several questions arise on how to efficiently access, discover, 

and present it to the final user. In order to answer all these 

questions there is the need for new techniques for classifying, 

searching and retrieving, and recommending audio content. In 

this thesis we will focus mainly on techniques for 

recommending audio contents to users. Commercial 

applications such as content-based music recommendation 

systems may become increasingly important component of e-

commerce applications. One of the advantages of these 

applications is that they do not need a lot of effort from the user, 

who is simply presented with potentially relevant items.  

Recommendation of music is emerging with force nowadays 

due to the huge amount of music content and because users 

normally don’t have the time to search through these collections 

looking for new items. The main purpose of a recommendation 

system is to estimate the user’s preferences and present him 

with some items that he doesn’t know yet. Currently, most of 

the audio recommendation systems can be classified in two 

major kinds. Recommendation systems based on collaborative 

filtering techniques and content-based recommendation 

systems. While both kinds of systems have good characteristics, 

they fail to provide good recommendations in specific 

situations. Recently a new kind of recommendation systems is 

emerging, hybrid content-based collaborative filtering 

recommendation systems. In the next paragraphs we will 

explain each of these kinds briefly. 

The main idea of collaborative filtering (CF) methods is to 

recommend items to a user by taking into account the rates on 

those items made by other users. CF systems work by collecting 

user feedback in the form of ratings and exploit similarities and 

differences among profiles of several users. According to this 

feedback can be given explicitly, ratings or annotation, or 

implicitly such as the time spent in examining the content of the 

recommendations. Although CF has proved to provide good 

recommendation it presents some troubles. One of the major 

disadvantages of collaborative filtering is that it cannot 
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recommend new items since the new items don’t have any rate. 

Another disadvantage of CF is that users need to be involved a 

lot with the system and provide a lot of rates. This is a 

disadvantage because it is hard to obtain reliable information 

from many users. 

On the other hand, content-based methods provide 

recommendations by comparing representations of content 

contained in an item to representations of content rated by the 

user. In order to obtain a representation of the music content, it 

is necessary to automatically extract features from the audio 

signals. These features should be as general as possible and try 

to represent semantically meaningful concepts. To compare the 

representations of music content it is required to develop 

efficient similarity metrics. Recently much effort has been put 

in computational model of music similarity. The area of Music 

Information Retrieval (MIR) is an emerging, interdisciplinary 

research field that deals with the way of efficiently representing 

and finding similarities among music. Applications in this field 

range from automated music analysis to personalized music 

recommendation, online music access, query-based retrieval, 

and automatic playlist generation. A good overview of current 

MIR tasks can be found by looking at the MIREX competition 

for MIR algorithms.  

In general, current content-based systems have not yet had 

significant impact on society due to an inability to bridge the 

semantic gap between computers and humans. It is hard to 

extract features from the audio signals that have a truly human 

meaning. Furthermore, the work presented in states that users 

put a great value in online music reviews, ratings, 

recommendations, etc. It seems that the information needs of 

people are quite related with social behaviour and not only 

based on content or features of music. 

From the above paragraphs we can see that both collaborative 

filtering and content-based recommendation systems present 

problems that are hard to solve. One possible way to overcome 

these problems is the use of hybrid methods that connect 

collaborative filtering and content-based methods. The main 

idea of hybrid recommendations is to reflect both ratings and 

content data in model the user’s preferences. Nevertheless, one 

problem is that representations of user preferences are different 

in both methods. Content-based methods represent the 

preferences as a set of features while collaborative filtering 

represents the preferences as a set of ratings. In order to mix 

both methods we have to deal with ad-hoc rules to joint these 

two kinds of representations. 

This thesis will try to solve the main disadvantages of 

content-based and collaborative filtering recommendation 

methods. With the purpose of overcoming these disadvantages 

a hybrid content-based collaborative filtering recommendation 

system will be built. This hybrid system should possess the best 

characteristics of both methods and will produce better results 

than each method individually. To achieve these goal we will 

also present research on current content-based and collaborative 

methods in such a way that we will be able to find out 

advantages and disadvantages of them. 

A. Recommendation systems 

Nowadays, there are a lot of recommendation arrangements, 

adjacent via internet, that endeavour to counsel to user’s 

countless produce such as music, movies, books, etc. In order 

to comprehend them early it is vital to have a description. In a 

finished method, recommendation arrangements are 

arrangements that target to buy opinions or preferences 

concerning items from an area of users, and use those opinions 

to present supplementary users alongside items that are 

interesting to them. From this finished description we can 

discern that recommendation arrangements demand two frank 

things to work properly: Data concerning the preferences of the 

users, and a method to ascertain if an item is interesting for a 

user. Normally, the users’ data includes external data, such as 

user profiles, buys reports, and product ratings. The method to 

ascertain whether an item is interesting to a user or not, depends 

on the kind of recommendation arrangement, and in the 

methods utilized to find similarities amid items or users .  

The above description is quite finished and might be 

requested even to persons that counsel items to supplementary 

persons (the salesman in a records’ store). An extra specific 

meaning of recommendation arrangements is given in 

“System that produce individualized recommendations as 

output or have the result of accompanying the user in 

personalized method to interesting or functional objects in a 

colossal space of probable options” 

The main keywords in this extra proper meaning are 

individualized and personalized. These words indicate that 

every single user will be gave alongside disparate data origins 

or items depending on the data the arrangement has concerning 

every single user. In order to tolerate or discussion concerning 

recommendation arrangements, how do they work, and that 

kinds continue presently, we will have to define countless 

words that we will be employing across the rest of this 

document. 

 

 
Fig. 1.  Recommendation Process 

B. Collaborative filtering 

The development of the Internet has made it far extra tough 

to efficiently remove functional data from all the obtainable 

online information. The overwhelming number of data 

necessitates mechanisms for effectual data filtering. One of the 

methods utilized for dealing alongside this setback is shouted 

cooperative filtering [10].  

The motivation for cooperative filtering comes from the 
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believed that people frequently become the best 

recommendations from someone alongside comparable tastes 

to themselves. Cooperative filtering discovers methods for 

matching people alongside comparable hobbies and making 

recommendations on this basis.  

Collaborative filtering algorithms frequently need users’ 

alert participation, a facile method to embody users’ hobbies to 

the arrangement, and algorithms that are able to match people 

alongside comparable interests. 

i. Typically, the workflow of a collaborative filtering 

system is:  

ii. A user expresses his or her preferences by rating items 

(e.g. books, movies or CDs) of the system. These 

ratings can be viewed as an approximate 

representation of the user's interest in the 

corresponding domain.  

iii. The system matches this user’s ratings against other 

users’ and finds the people with most “similar” tastes. 

iv. With similar users, the system recommends items that 

the similar users have rated highly but not yet being 

rated by this user (presumably the absence of rating is 

often considered as the unfamiliarity of an item) 

v. A key problem of collaborative filtering is how to 

combine and weight the preferences of user neighbors. 

Sometimes, users can immediately rate the 

recommended items. As a result, the system gains an 

increasingly accurate representation of user 

preferences over time. 

C. Terms and concepts 

The following terms are often used in a recommendation 

system and the definitions introduced here are based on the 

work presented in.  

 Item: in the context of recommendation systems, an 

item represent the information the system possess 

about any object. An object can be an electronic 

document, a product, a person, a service or anything 

that can be represented by information  

 Recommender: a recommender is any entity that gives 

personalized recommendations as output to users’ 

preferences. It may be possible that a recommender 

does not produce a specific output, such as a list, but 

they might guide somehow the users in an individual 

way to useful or interesting items. A recommender 

could become person or a software system. 

 Recommendation: this is the output of a recommender; 

it can be compound by an item or a list of items. The 

items presented to the users have to be interesting to 

them, according to the recommender. The criteria used 

to determine if an item is interesting or not for a user 

depends exclusively on the technique used by the 

recommender. 

 User’s Interest: this is an abstract representation of 

how much a user appreciates an item. This is a 

subjective concept and it is hard to represent it in an 

objective way. 

 Prediction: the expected interest of a user in one item. 

This concept is different to the concept of 

recommendation. While some systems might present 

predictions with the actual recommendations, others 

can produce recommendations only. 

 Rating: an objective measure representing a user’s 

interest. The possible values of this measure are given 

according to a scale established by the designer of the 

recommendation system. 

 Predicted Rating: an objective measure representing 

the expected interest of a user in certain item. This 

measure is estimated by the system and its possible 

values are elements of a specific scale. 

 Actual Rating: objective measure representing the real 

interest of the user in a specific item. This value is 

given by the user himself according to the scale of 

rates of the system. 

 Prediction Accuracy: a measure that indicates at 

which extent the predicted rating agrees with the 

user’s actual rating. The more accurate the predictions 

the better the performance of the recommendation 

system.  

 Prediction Technique: the specific algorithm that the 

recommendation system will use in order to calculate 

the predicted rating of an item. 

2. Objectives 

Within this context we make the following contributions:  

 To Study and analyze various collaborative filtering 

approaches. 

 To select a dataset that describes a social graph among 

users, tracks and tags, effectively including bonds of 

friendship and collaborative annotation.  

 We evaluate a Clustering model on this dataset and 

show that the incorporation of friendship and social 

tagging can improve the performance of an item 

recommendation system. 

 To evaluate the proposed method outperforms the 

standard Collaborative Filtering (CF) method, which 

we also evaluate against the same dataset.  

 To measure the accuracy of the filtering method using 

various metrics such as accuracy, MSE, RMSE, 

Response time etc. 

3. Research Methodology 

A. Collaborative Filtering Technology 

Description of traditional collaborative filtering algorithm: 

The detailed description of traditional collaborative filtering 

algorithm is as follows: 

Input: given user set U={u1,u2,……,um} 

Resource set ={m1,m2,……,mn} 
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Rating matrix Rm*n={Rui,Mj}, 

Rui, Mj are the score given by user ui to resource Mj. 

Output: Predict value Pui of resource Mx given by target user 

Ua 

Calculate each user’s (ui) similarity (sim ua,ui) of ua and U 

according to formula (1)(Adjusted cosine similarity). 

 

𝑠𝑖𝑚(𝑢𝑎, 𝑢𝑖) =
∑ (𝑅𝑢𝑎,𝑗 − �̅�𝑗)(𝑅𝑢𝑖,𝑗 − �̅�𝑗)𝑗∈𝑀

√∑ (𝑅𝑢𝑎,𝑗 − �̅�𝑗)𝑗∈𝑀
2
√∑ (𝑅𝑢𝑖,𝑗 − �̅�𝑗)𝑗∈𝑀

2
 

 

𝑃𝑢𝑎 , 𝑚𝑥 = 𝑅𝑢𝑎̅̅ ̅̅ ̅̅ +
∑ 𝑠𝑖𝑚(𝑢𝑎, 𝑛)(𝑅𝑛, 𝑗 − 𝑅𝑛̅̅̅̅ )𝑛∈𝑈′

∑ 𝑠𝑖𝑚(𝑢𝑎, 𝑛)𝑛∈𝑈′
 

 

In the formula, sim(ua,ui) shows the similarity between user 

ua and user ui; M is the resource number ;Rua,j are the values 

given by user ua to resource j; (Rj) ̅ shows the average values 

given by all users to resource j; j is the common resource 

evaluated by user ua and user ui. 

Calculate user ua prediction value (Pua,mx)for resource j, the 

first n nearest neighbors that has the top similarity should be 

chosen to calculate. U’ shows the nearest neighbor user set of 

user ua according to formula.  

B. Clustering 

Clustering has been requested to cooperative filtering in two 

frank ways. First, the items can be clustered to cut the 

dimension of the item space and aid alleviate locale sparsity. 

Second, users can be clustered to recognize clusters of users 

alongside comparable or correlated ratings. Item clustering 

does not undeviating lead to locale forecast methods. It is a form 

of pre-processing pace, that needs the consecutive request of a 

locale forecast method. O'Connor and Her locker have learned 

item clustering as a pre-processing pace for area established 

locale prediction. They apply countless clustering methods, but 

their empirical aftermath display forecast accuracy truly cuts 

contrasted to the uncluttered center case even though of the 

clustering method used. A reduction in computational intricacy 

is attained, however. 

Unlike item clustering, user clustering methods can be 

utilized as the basis of easy locale forecast methods. Locale 

forecast established on user clustering is the focus of this 

chapter. We study clustering algorithms from both the average 

and hierarchical classes. We familiarize a novel K-medians like 

locale forecast method alongside good forecast accuracy and 

low forecast complexity. We additionally debate continuing 

locale forecast methods for hierarchical clustering. 

C. Rating Prediction 

Seng and Wang present a user clustering algorithm instituted 

on divisive hierarchical clustering yelled the Recommendation 

Tree algorithm (Rec Tree). In the Rec Tree algorithm, a cluster 

node is increased if it is at a depth less than a enumerated 

maximum, and its size is larger than a enumerated maximum. 

The precise sequence in that nodes are increased is not critical, 

and a facile depth-first or breadth-first progress of the nodes can 

be utilized till one of the termination conditions is met. 

D. Collaborative filtering recommendation model based on 

user’s credibility clustering 

This paper introduces user’s credibility to evaluate user’s 

rating which will obtained by user’s counting on the evaluated 

resource set. Taking movie recommendation system as an 

example, user’s activity, watching rate, rating impartiality are 

considered mainly. 

Definition 1- User’s activity: refers to user’s activity of 

resource rating. The more resources user rates, the more 

contribution they make, the more active. This paper uses user’s 

resource rating numbers as an indicator for evaluating user’s 

activity, which is shown by Act(u), the formula is as follows: 

Act(u)=Count(x) (3) 

Count(x) is the accumulated number of rating  

Definition 2- User’s watching rate: refers to the proportion of 

the movie resources users have watched out of the movie 

resources users have evaluated. The higher the user’s watching 

rate, the more effective the rating because that means the rating 

was given rationally by the user after watching movie. User’s 

watching rate is shown by Wat(u), the formula is as follows: 

 

Wat (u) = 
𝐶𝑜𝑢𝑛𝑡(𝑦)

𝐶𝑜𝑢𝑛𝑡(𝑥)
 

 

 

 
Fig. 2.  Basic structure of movie recommendation system 

 

This paper proposes a cooperative filtering recommendation 

ideal established on user’s credibility clustering. This ideal 

divide recommendation procedure into offline and online 

phases. Offline, it computes user’ credibility early and seizes 

the insufficient users that has elevated credibility as the 

clustering center to cluster supplementary users and records the 

clustered information. Online, the arrangement finds the cluster 

that target users fit in to, become the clustering data and next 

gives recommendation. The user clustering numbers are distant 

less than the user number offline, so merely the similarity amid 
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target user and insufficient clustering centers needs to be 

computed online. Forecast worth formula of credibility is 

utilized that the accuracy of recommendation will be increased 

considerably, period demanded will be decreased.  

E. Offline User’s Credibility Clustering  

The calculation for user’s credibility online is so far that 

encounter the speed of real-time recommendation critically and 

will stay user’s staying time. The satisfaction of user in the 

direction of the recommendation consequence will be decreased 

and consequence in the capitulated of client. So, this paper 

proposes the believed of offline user’s clustering, and store the 

clustering data in the data base. 

F. Online recommendation 

Based on the consequence of offline data, counsel online that 

will cut staying period for users considerably, at the alike period 

increases the accuracy of recommendation across the user’s 

credibility clustering method. The user’s satisfaction will be 

enhanced all-round. Solve the problem of new user’s cold start 

When the presently list users log in, recommendation will not 

be given as no locale record exists, that is the chilly onset 

problem. Across observation, it is facile to find out that the 

favoured resources will be close for users that have comparable 

interests. This paper holds that new users can be categorized 

into users that have the alike qualities like hobbies, sex, period, 

etc. Resources can be categorized correspondingly too to form 

the correspondence of user and resource. Cluster and give 

recommendation in this range. It is extra pertinent to give 

recommendation to new users in the scope of specific user’s 

cluster and resource cluster.  

 
Fig. 3.  User-Resource model 

4. Conclusion 

 This paper presented an overview on fast and efficient rule 

based recommendation system. 
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