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Abstract: In the field of remote sensing, (HP) hyper spectral 

images are one of the most important sources of information. 

Hyper spectral imagery contains hundreds of narrow spectral 

bands which are continuous and regularly spaced in the visible and 

infrared region of the Electromagnetic spectrum(EMS). Although 

hyper spectral imagery with its high spectral resolution provides 

an opportunity for more precise information extraction, the large 

number of bands available with the hyper spectral image leads to 

certain issues, typically attributed to the curse of dimensionality. 

Moreover, continual improvement in the sensor technology has led 

to an increase in spatial resolution of the hyper spectral imagery, 

which has a direct impact on the capability of the information 

extraction techniques. 

 

Keywords: HP (Hyper Spectral), EMS (Electromagnetic 

Spectrum) 

1. Introduction 

For hyperspectral images an effective projected clustering 

method is proposed. This method assimilates segmentation, 

clustering, and local band selection within its framework.  

Using k–means algorithm a segmented map of the 

hyperspectral image is obtained. In this subsequent stage, the 

obtained segments are considered as clusters and are merged by 

utilizing the mutual nearest neighbour information. It identifies 

the k significant clusters using a criterion based on entropy. The 

final cluster map is obtained by assigning all the remaining 

clusters to these k significant clusters. The clustering stages 

make use of multiple subspaces. They obtained by deploying a 

local band selection approach. 

To test the performance of the proposed method, experiments 

are conducted over five hyperspectral images and is further 

compared with other clustering frameworks. The efficacy of the 

proposed method is confirmed by the experiments conducted 

over these images. 

Hyperspectral imaging expands and improves capability of 

multispectral imaging taking advantage of hundreds of 

contiguous spectral bands to uncover materials that usually 

cannot be resolved by multispectral sensors. This area has been 

showing to be a fast growing one in remote sensing. 

Collects and processes information of Hyperspectral Images 

from across the electromagnetic spectrum. To get the spectrum  

 

for each pixel in the image of a scene, with the purpose of 

finding objects, identifying materials, or detecting processes is 

the goal of hyperspectral imaging. There are two general 

branches of spectral imagers. To read images over time push 

broom and the related whisk broom scanners are used, and 

snapshot hyperspectral imaging, which uses a staring array to 

generate an image in an instant. The human eye sees visible 

light color in mostly three bands. They are, 

 long wavelengths 

 perceived as red, medium wavelengths  

 perceived as green, and short wavelengths perceived as blue 

A Spectral imaging divides the spectrum into many more 

bands. The technique of dividing images into bands can be 

extended beyond the visible. In Hyperspectral Imaging (HI) the 

recorded spectra have fine wavelength resolution and cover a 

wide range of wavelengths. It measures continuous spectral 

bands, as opposed to multispectral imaging which measures 

spaced spectral bands. 

For applications in astronomy agriculture, molecular 

biology, biomedical imaging, geosciences, physics, and 

surveillance the engineers build hyperspectral sensors and 

processing systems, using a vast portion of the electromagnetic 

spectrum the Hyperspectral sensors look at objects. Some 

objects leave unique 'fingerprints' in the electromagnetic 

spectrum are called spectral signatures, these 'fingerprints' 

enable identification of the materials which make up a scanned 

object.  

2. Block diagram 

 
Fig. 1.  Block diagram of segmentation-based projected clustering of 

hyperspectral images 
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A. Related work 

 Xia et al. presented a rapid clustering method for SAR 

images by embedding an MRF model in the clustering space 

and by using graph cuts to search for data clusters optimal 

in the sense of the maximum a posteriori (MAP)criterion.  

 Palubinskas et al.  introduced the concept of a global 

classification of remote sensing images in large archives, 

 Palubinskas et al. introduced the concept of a global 

classification of remote sensing images in large archives, 

e.g., covering the whole globe. The classification is realized 

through a two-step procedure: 1) unsupervised clustering 

and2) supervised hierarchical classification. Features, 

derived from different and non-commensurable models, are 

combined using an extended k-means clustering algorithm 

and supervised hierarchical Bayesian networks 

incorporating any available prior information.  

 Liu & Setiono proposed a feature subset-based feature 

selection method namely consistencybased feature subset 

selection (COFS). This method uses the class consistency as 

an evaluation metric in order to select the significant feature 

subset from the given dataset. These methods are the filter-

based methods since they do not use the supervised learning 

algorithm to validate the subsets and they use the statistical 

measure for evaluating the feature subsets.  

B. Proposed system 

 The proposed clustering framework is termed as PCMNN 

(Projected Clustering using MNN). 

 PCMNN integrates segmentation, clustering and local band 

selection within its framework.  

 Segmentation is achieved by applying KM algorithm over 

the image. For performing clustering, a novel two step 

projected clustering technique is proposed.  

 In the first step, the technique makes use of MNN 

information to perform clustering. In the second step, the 

obtained cluster map is refined by fixing the number of 

clusters equal to k.  

 Advantages of proposed system 

 The primary advantage to hyperspectral imaging is that, 

because an entire spectrum is acquired at each point, the 

operator needs no prior knowledge of the sample, and 

postprocessing allows all available information from the 

dataset to be mined.  

 Hyperspectral imaging can also take advantage of the 

spatial relationships among the different spectra in a 

neighbourhood, allowing more elaborate spectral-spatial 

models for a more accurate segmentation and 

classification of the image.  

C. Modules 

1. Segmentation 

2. Mutual Nearest Neighbour 

3. Assign 

4. Local Band Selection 

D. Experimental results 

1) Segmentation 

One of the ways to include spatial information is to perform 

image segmentation. In PCMNN framework, KM algorithm is 

used to perform image segmentation. 

 

 
Fig. 2.  Segmentation using k-mean 

 

2) Mutual Nearest Neighbour 

This stage takes two input parameters, which are 

segmentation map obtained from the previous stage and the 

number of bands in the subspace (l). The segmentation map is 

converted to a cluster map, by considering each segment as a 

cluster. These clusters are now merged in the feature space on 

the basis of MNN information. MNN is a stronger and more 

restrictive variant of nearest neighbour (NN) concept. The use 

of MNN results in a more tighter neighbourhood than the usual 

NN. The motivation behind using MNN are simplicity, 

independent of the processing order and no assumption about 

the shape of the clusters. The MNN in the context of clustering 

can be defined as follows. Let there be two clusters C1 and C2. 

If C1 ’s 

NN is C2 and C2 ’s NN is C1 , then it can be said that C1 and 

C2 are MNN cluster pair. For any given iteration, PCMNN first 

identifies all MNN cluster pairs and then merges them. 

Subsequently, the cluster map is also updated. 

To identify all the MNN cluster pairs, initially, NN of each 

cluster is obtained. The NN of a cluster is determined by 

calculating the Euclidean distance between the cluster’s 

centroids, measured in the subspace of a cluster. The subspace 

for each cluster. 

3) Assign 

In this stage, the cluster map obtained from the previous stage 

is further refined by executing a two step procedure. In the first 

step, k significant clusters are identified and then in the second 

step, all the remaining non-significant clusters are assigned to 

these k clusters. 

To measure the significance of a cluster, a criterion based on 

entropy is used. Using the criterion a value for each cluster is 

computed. On the basis of the values obtained from this 

criterion, the k clusters having the least values are pronounced 

as significant. The criterion is a combination of entropy and 

cluster size. Entropy is a statistical measure of randomness, 

which can be used to describe the information content of a 
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cluster. In a case of well-formed clusters entropy is low.  

4) Local Band Selection 

The local band selection approach proposed is used in this 

study. It is basically a band prioritization approach.  

The approach accounts for both relevancy (Z) and 

redundancy (δ) among the bands while obtaining the subspace 

for each cluster. 

 

 
Fig. 3.  Local band selection 

3. Conclusion 

In this paper, the field of remote sensing, hyper spectral 

images are one of the most important sources of information. 

 Hyper spectral imagery contains hundreds of narrow 

spectral bands which are continuous and regularly spaced in the 

visible and infrared region of the Electromagnetic spectrum.  

Although hyper spectral imagery with its high spectral 

resolution provides an opportunity for more precise information 

extraction, the large number of bands available with the hyper 

spectral image leads to certain issues, typically attributed to the 

curse of dimensionality.  

Moreover, continual improvement in the sensor technology 

has led to an increase in spatial resolution of the hyper spectral 

imagery, which has a direct impact on the capability of the 

information extraction techniques. We have proved a recent 

variant of K-means, to hyperspectral image analysis, in 

particular implementation, which has been shown to obtain 

good processing results in hyperspectral image analysis when 

compared with other popular K-means implementations. 

As future work, we are planning on using the Yinyang K-

means in conjunction with other techniques for hyperspectral 

image classification (e.g. supervised and semi-supervised 

techniques) with the aim of improving the obtained 

classification results.  

References 

[1] W. Dong et al., "Hyperspectral Image Super-Resolution via Non-

Negative Structured Sparse Representation," in IEEE Transactions on 

Image Processing, vol. 25, no. 5, pp. 2337-2352, May 2016. 

[2] S.A. Medjahed, T. Ait Saadi, A. Benyettou, M. Ouali, “Gray Wolf 

Optimizer for hyperspectral band selection, in Applied Soft Computing, 

vol. 40, pp. 178-186, 2016. 

[3] A. Paoli, F. Melgani and E. Pasolli, "Clustering of Hyperspectral Images 

Based on Multiobjective Particle Swarm Optimization," in IEEE 

Transactions on Geoscience and Remote Sensing, vol. 47, no. 12, pp. 

4175-4188, Dec. 2009. 

[4] A. A. Naeini, S. Niazmardi, S. R. Namin, F. Samadzadegan, and S. 

Homayouni, “A Comparison Study Between Two Hyperspectral 

Clustering Methods: KFCM and PSO-FCM,” in: Madureira A., Reis C., 

Marques V. (eds) Computational Intelligence and Decision Making. 

Intelligent Systems, Control and Automation: Science and Engineering, 

vol. 61. Springer, Dordrecht, 2013. 

[5] S. Na, L. Xumin and G. Yong, "Research on k-means Clustering 

Algorithm: An Improved k-means Clustering Algorithm," 2010 Third 

International Symposium on Intelligent Information Technology and 

Security Informatics, Jinggangshan, 2010, pp. 63-67. 

[6] Z. Yuhui, J. Byeungwoo, Xu Danhua, Wu Q. M. Jonathan, and Z. Hui, 

“Image segmentation by generalized hierarchical fuzzy C-means 

algorithm,” in Journal of Intelligent & Fuzzy Systems, vol. 28, no. 2, pp. 

961-973, 2015. 

[7] Teng Zhang, A. Szlam and G. Lerman, "Median K-Flats for hybrid linear 

modeling with many outliers," 2009 IEEE 12th International Conference 

on Computer Vision Workshops, ICCV Workshops, Kyoto, 2009, pp. 234-

241. 

[8] T. Zhang, A. Szlam, Y. Wang, and G. Lerman, “Hybrid linear modeling 

via local best-fit flats,” in International journal of computer vision, vol. 

100, no. 3, pp. 217-240, 2012. 

[9] J. Yan, and M. Pollefeys, “A General Framework for Motion 

Segmentation: Independent, Articulated, Rigid, Non-rigid, Degenerate 

and Non-degenerate,” in: Leonardis A., Bischof H., Pinz A. (eds) 

Computer Vision – ECCV 2006. ECCV 2006. Lecture Notes in Computer 

Science, vol 3954. Springer, Berlin, Heidelberg, 2006. 

[10] Yi Ma, Allen Y. Yang, Harm Derksen, and Robert Fossum, “Estimation 

of Subspace Arrangements with Applications in Modeling and 

Segmenting Mixed Data,” in SIAM Rev., vol. 50, no. 3, pp. 413–458, 

2008. 

[11] L. Zappella L, X. Lladó, E. Provenzi, and J. Salvi, “Enhanced local 

subspace affinity for feature-based motion segmentation,” in Pattern 

Recognition, vol. 44, no. 2, pp. 454-470, 2011. 

[12] A. Goh and R. Vidal, "Segmenting Motions of Different Types by 

Unsupervised Manifold Clustering," 2007 IEEE Conference on Computer 

Vision and Pattern Recognition, Minneapolis, MN, 2007, pp. 1-6.

 

 

 


