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Abstract: The economy of India is highly depends on 

agricultural production. Due to this reason early detection of plant 

diseases important in agriculture field. There will huge loss in 

productivity if proper care not taken. Detection of plant disease 

through some automatic technique is beneficial as it reduces a 

large work of monitoring in big farms of crops, and at very early 

stage itself it detects the symptoms of diseases i.e. when they 

appear on plant leaves. This paper presents a method for early 

plant diseases detection by leaf spot using leaf features inspection. 

Leaf image is captured and processed to determine the health 

status of each plant. Currently the chemicals are applied to the 

plants periodically without considering the requirement of each 

plant. This technique will ensure that the chemicals only applied 

when the plants are detected to be effected with the diseases. The 

uploaded pictures captured by the mobile phones are processed in 

the remote server and presented to an expert group for their 

opinion. Computer vision techniques are used for detection of 

affected spots from the image and their classification. A simple 

color difference based approach is followed for segmentation of 

the disease affected lesions. The system allows the expert to 

evaluate the analysis results and provide feedbacks to the famers. 

The goal of this research is to develop an image recognition system 

that can recognize crop diseases. Image processing starts with the 

digitized color image of disease leaf. A method of mathematics 

morphology is used to segment these images. Then texture, shape 

and color features of color image of disease spot on leaf were 

extracted, and a classification method of membership function was 

used to discriminate between the three types of diseases. 
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1. Introduction 

Plant diseases cause major production and economic losses 

in agriculture and forestry. For example, soybean rust (a fungal 

disease in soybeans) has caused a significant economic loss and 

just by removing 20% of the infection, the farmers may benefit 

with an approximately 21 million-dollar profit. It is estimated 

that the crop losses due to plant pathogens in India result in 

about 50 billion dollars every year. Of this, about 65% (32.5 

billion dollars) could be attributed to non-native plant 

pathogens. Some of the diseases caused by introduced 

pathogenic species are chestnut blight fungus, Dutch elm 

disease, and huanglongbing citrus disease. 

The bacterial, fungal, and viral infections, along with  

 

infestations by insects result in plant diseases and damage. 

There are about 50,000 parasitic and non-parasitic plant 

diseases of plants. Upon infection, a plant develops symptoms 

that appear on different parts of the plants causing a significant 

agronomic impact. Many such microbial diseases with time 

spread over a larger area in groves and plantations through 

accidental introduction of vectors or through infected plant 

materials. Another route for the spread of pathogens is through 

ornamental plants that act as hosts. These plants are frequently 

sold through mass distribution before the infections are known. 

An early disease detection system can aid in decreasing such 

losses caused by plant diseases and can further prevent the 

spread of diseases. 

After the onset of plant disease symptoms, the presence of 

disease in plants is verified using disease detection techniques. 

Presently, the plant disease detection techniques available are 

enzyme-linked immune sorbent assay (ELISA), based on 

proteins produced by the pathogen, and polymerase chain 

reaction (PCR), based on specific deoxyribose nucleic acid 

(DNA) sequences of the pathogen. In spite of availability of 

these techniques, there is a demand for a fast, sensitive, and 

selective method for the rapid detection of plant diseases. 

Disease detection techniques can be broadly classified into 

direct and indirect methods. An advanced plant disease 

detection technique can provide rapid, accurate, and reliable 

detection of plant diseases in early stages for economic, 

production, and agricultural benefits.  

In traditional way, field monitoring for first spot detection 

and disease severity assessment are visually inspected by 

human naked eyes. And two scales are generally utilized for the 

disease estimation: a single leaf severity assessment [3] and a 

whole plant assessment [4]. However, disease assessment by 

human inspection is with limitations of labor-intensive, 

prohibitively expensive, subjective discrepancies and 

discontinuity. Especially, disease onset detection, which plays 

pivotal role in disease control and remedy, is easy to be missed 

due to the discontinuous inspections. Therefore, in the past 

decades, image processing and machine vision techniques have 

been extensively explored for plant disease study for their 

merits of invasive, rapid, continuous and precise measurement 

Image Processing Techniques for Early Plant 

Disease Detection 

R. Mhetre Priyanka1, S. G. Shinde2, P. S. Linge3 

1M.E. Student, Department of Electronics and Telecommunications Engineering, TPCTs College of Engineering, 

Osmanabad, India 
2Professor, Department of Electronics and Telecommunications Engineering, TPCTs College of Engineering, 

Osmanabad, India 



International Journal of Research in Engineering, Science and Management  

Volume-2, Issue-7, July-2019 

www.ijresm.com | ISSN (Online): 2581-5792     

 

404 

capacities. Moreover, a number of inspiring algorithms have 

developed by image processing and computer vision techniques 

to detect, categorize, diagnose and quantize the plant disease in 

this multi-discipline field linking computer science with 

agriculture engineering [5]-[9]. 

 The classification and recognition of crop diseases are of the 

major technical and economical importance in the agricultural 

Industry. To automate these activities, like texture, color and 

shape, disease recognition system is feasible. Images were 

acquired under laboratory condition using digital camera. Three 

major diseases commonly found are Rice blast (Magnaporthe 

grisea), Rice sheath blight (Rhizoctonia solani) and Brown spot 

(Cochiobolus miyabeanus) were selected for this research. The 

management of plants requires close monitoring especially for 

the management of disease that can affect production 

significantly and subsequently the postharvest life. The naked 

eye observation of experts is the main approach adopted in 

practice for detection of plant diseases. However, this requires 

continuous monitoring of experts which might be prohibitively 

expensive in large farms. Automatic detection of plant diseases 

is an essential research topic as it may prove benefits in 

monitoring large fields of crops and thus automatically detect 

the symptoms of diseases as soon as they appear on plant leaves. 

Therefore, looking for fast, automatic, less expensive and 

accurate method to detect disease by calculating leaf area 

through pixel number statistics. The leaf area monitoring is an 

important tool in studying physiological features related to the 

plant growth, photosynthetic & transpiration process. Also 

being helpful parameter in evaluating, damage caused by leaf 

diseases and pastes, to find out water and environmental stress, 

need of fertilization, for effective management and treatment. 

This paper also presents an automated system integrated with 

machine vision techniques that will assist the farmers get the 

accurate information about their crops using their mobile 

phone. The uploaded pictures of paddy captured by the mobile 

phones will be processed in the central server and the analysis 

report will be presented to an expert group for their opinion, 

who will then be able to send proper recommendations through 

a simple notification using he system, according to the severity 

of the situation. 

2. Literature survey 

Ghaiwat et. al. presents survey on different classification 

techniques that can be used for plant leaf disease classification. 

For given test example, k-nearest-neighbor method is seems to 

be suitable as well as simplest of all algorithms for class 

prediction. If training data is not linearly separable then it is 

difficult to determine optimal parameters in SVM, which 

appears as one of its drawbacks [1]. 

Authors in paper [2] describe that there are mainly four steps 

in developed processing scheme, out of which, first one is, for 

the input RGB image, a color transformation structure is 

created, because this RGB is used for color generation and 

transformed or converted image of RGB, that is, HSI is used for 

color descriptor. In second step, by using threshold value, green 

pixels are masked and removed. In third, by musing pre-

computed threshold level, removing of green pixels and 

masking is done for the useful segments that are extracted first 

in this step, while image is segmented. And in last or fourth 

main step the segmentation is done.  

Mrunalini et al. [3] presents the technique to classify and 

identify the different disease through which plants are affected. 

In Indian Economy a Machine learning based recognition 

system will prove to be very useful as it saves efforts, money 

and time too. The approach given in this for feature set 

extraction is the color co-occurrence method. For automatic 

detection of diseases in leaves, neural networks are used. The 

approach proposed can significantly support an accurate 

detection of leaf, and seems to be important 

approach, in case of steam, and root diseases, putting fewer 

efforts in computation. 

According to paper [4] disease identification process include 

some steps out of which four main steps are as follows: first, for 

the input RGB image, a color transformation structure is taken, 

and then using a specific threshold value, the green pixels are 

masked and removed, which is further followed by 

segmentation process, and for getting useful segments the 

texture statistics are computed. At last, classifier is used for the 

features that are extracted to classify the disease. The 

robustness of the proposed algorithm is proved by using 

experimental results of about 500 plant leaves in a database. 

Kulkarni et al. presents a methodology for early and 

accurately plant diseases detection, using artificial neural 

network (ANN) and diverse image processing techniques. As 

the proposed approach is based on ANN classifier for 

classification and Gabor filter for feature extraction, it gives 

better results with a recognition rate of up to 91%. An ANN 

based classifier classifies different plant diseases and uses the 

combination of textures, color and features to recognize those 

diseases [5]. 

Authors present disease detection in Malus domestica 

through an effective method like K-mean clustering, texture and 

color analysis [6]. To classify and recognize different 

agriculture, it uses the texture and color features those generally 

appear in normal and affected areas. In coming days, for the 

purpose of classification K-means clustering, Bayes classifier 

and principal component classifier can also be used. 

According to [7] histogram matching is used to identify plant 

disease. In plants, disease appears on leaf therefore the 

histogram matching is done on the basis of edge detection 

technique and color feature. Layers separation technique is used 

for the training process which includes the training of these 

samples which separate the layers of RGB image into red, 

green, and blue layers and edge detection technique which 

detecting edges of the layered images. Spatial Gray level 

Dependence Matrices are used for developing the color co-

occurrence texture analysis method. 

Paper [8] presents the triangle threshold and simple threshold 
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methods. These methods are used to lesion region area and 

segment the leaf area respectively. In final step, categorization 

of disease is done by calculating the quotient of leaf area and 

lesion area. According to the research done, the given method 

is fast and accurate for calculating leaf disease severity and leaf 

area calculation is done by using threshold segmentation. 

Authors describe an algorithm for disease spot segmentation 

in plant leaf using image processing techniques [9]. In this 

paper, process of disease spot detection is done by comparing 

the effect of HSI, CIELAB, and YCbCr color space. For Image 

soothing Median filter is used. In final step, by applying Otsu 

method on color component, calculation of threshold can be 

done to find the disease spot. There is some noise because of 

background which is shown in the experimental result, camera 

flash and vein. CIELAB color model is used to remove that 

noise. 

The state of art review of different methods for leaf disease 

detection using image processing techniques is presented in 

paper [10]. The existing methods studies are for increasing 

throughput and reduction subjectiveness which becomes due to 

naked eye observation through which identification and 

detection of plant diseases is done. 

 

3. Proposed system 

A. Problem statement  

An attack by disease-causing organisms generates a complex 

immune response in a plant, resulting in the production of 

disease-specific proteins involved in plant defense and in 

limiting the spread of infection. Louse also produce proteins 

and toxins to facilitate their infection, before disease symptoms 

appear such as the leaf color will change. These leaf colors play 

vital role in the development of plant disease detection.  

Influence the next phase of the attack is usually seen through 

the leaves stems or fruit inspection. To manage the potential 

problems, early identification is required and correct diagnosis 

of disease should provide operators to prevent before damage 

to the whole of plant chili and the swift implementation of 

preventative methods should allow the farmer to get on top of 

most problems before serious damage if inflicted. 

The traditional method of identifying plant pathogens is 

through visual examination. This is often possible after major 

damage has already been done to the crop then treatments will 

be of limited or no use. To save plants from irreparable damage 

by louse, farmers have to be able to identify an infection even 

before it becomes visible. 

Advances in vision technology, software technology, and 

biotechnology have made the development of such this disease 

detection is possible. These researches are designed to detect 

plant diseases early, either by identifying the presence of the 

louse in the plant (by testing for the presence of louse 

movement) or the color and shape produced by either the louse 

or the plant during infection. These techniques require minimal 

processing time and are more accurate in identifying louse. 

Other than some equipment and training, other procedures such 

as plants on-site monitoring by automatically or by a person 

who has no special training can be implemented. This technique 

also reduces the chemicals applied to the plants periodically 

without knowing which area that affected is. 

B. Proposed algorithm 

Digital camera or similar devices are used to take images of 

leafs of different types, and then those are used to identify the 

affected area in leafs. Then different types of image processing 

techniques are applied on them, to process those images, to get 

different and useful features needed for the purpose of 

analyzing later. 

Algorithm written below illustrated the step by step approach 

for the proposed image recognition and segmentation 

processes: 

1. Image acquisition is the very first step that requires 

capturing an imge with the help of a digital camera. 

2. Preprocessing of input image to improve the quality of 

image and to remove the undesired distortion from the 

image. Clipping of the leaf image is performed to get 

the interested image region and then image smoothing 

is done using the smoothing filter. To increase the 

contrast Image enhancement is also done. 

3. Mostly green colored pixels, in this step, are masked. 

In this, we computed a threshold value that is used for 

these pixels. Then in the following way mostly green 

pixels are masked: if pixel intensity of the green 

component is less than the pre-computed threshold 

value, then zero value is assigned to the red, green and 

blue components of this pixel. 

4. In the infected clusters, inside the boundaries, remove 

the masked cells. 

5. Obtain the useful segments to classify the leaf 

diseases.  

For doing clustering appropriately, the search capability of 

GAs can be used, to set of unlabeled points in N-dimension into 

K clusters. On image data, we have applied the same idea in our 

proposed scheme. We have taken a color image of size m _ n 

and every pixel has Red, Green and Blue components. Every 

chromosome shows a solution, which is a sequence of K cluster 

centers. Population is initialized in various rounds randomly 

and from existing chromosome best chromosome survives in 

each round for the next round processing. In the first step of 

fitness computation the dataset of pixel is clustered according 

to nearest respective cluster centers. 

Computing the features using color co-occurrence methodology 

For feature extraction the method used is color co-occurrence 

method. It is the methodology in which both the texture and 

color of an image are considered, to come to the unique 

features, which shows that image.  Over the traditional gray-

scale representation, in the visible light spectrum, the use of 

color image features provides an additional feature for image 

characteristic. There are three major mathematical processes in 

the color co-occurrence method. First, conversion of the RGB 
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images of leaves is done into HIS color space representation. 

After completion of this process, to generate a color co-

occurrence matrix, each pixel map is used, which results into 

three color co-occurrence matrices, one for each of H, S, I. 

Features called as texture features, which include Local 

homogeneity, contrast, cluster shade, Energy, and cluster 

prominence are computed. 

4. Results 

All the experiments are performed in MATLAB. For input 

data disease, samples of plant leaves like rose with bacterial 

disease, beans leaf with bacterial disease, lemon leaf with Sun 

burn disease, banana leaf with early scorch disease and fungal 

disease in beans leaf are considered. Fig. 1 shows the original 

images which are followed by output segmented images. 

Segmented image can be classified into different plant diseases. 

Fig. 2 shows the input and output image where input image is a 

banana leaf with early scorch disease and output image shows 

the classification of disease using feature extraction method.  In 

the same manner classification of diseases of other input plant 

leafs are shown in Figs. 3–6. 

The co-occurrence features are calculated after mapping the 

R, G, B components of the input image to the threshold images. 

The co-occurrence features for the leaves are extracted and 

compared with the corresponding feature value that are stored 

in the feature library. The classification is first done using the 

Minimum Distance Criterion with K-Mean Clustering and 

shows its efficiency with accuracy of 86.54%. The detection 

accuracy is improved to 93.63% by proposed algorithm. In the 

second phase classification is done using SVM classifier and 

shows its efficiency with accuracy of 95.71%. Now the 

detection accuracy is improved to 95.71% by SVM with 

proposed algorithm. The training and the testing sets for each 

type of leaf along with their detection accuracy is shown in 

Table 1.2 and Fig. 7. From the results it can be seen that the 

detection accuracy is enhanced by SVM with proposed 

algorithm compared to other approaches reported in [4, 5, and 

7]. 

The numbers of leaf disease samples that were classified into 

five classes of leaf disease using proposed algorithm. Only two 

leafs with bacterial leaf spot disease are classified as frog eye 

leaf spot and one frog eye leaf spot is classify as bacterial leaf 

spot. The average accuracy of classification of proposed 

algorithm is 97.6 compared to 92.7 reported. 

5. Conclusion 

This paper presents the survey on different diseases 

classification techniques used for plant leaf disease detection 

and an algorithm for image segmentation technique that can be 

used for automatic detection as well as classification of plant 

leaf diseases later. Banana, beans, jackfruit, lemon, mango, 

potato, tomato, and sapota are some of those ten species on 

which proposed algorithm is tested. Therefore, related diseases 

for these plants were taken for identification. With very less 

computational efforts the optimum results were obtained, which 

also shows the efficiency of proposed algorithm in recognition 

and classification of the leaf diseases. Another advantage of 

using this method is that the plant diseases can be identified at 

early stage or the initial stage. To improve recognition rate in 

classification process Artificial Neural Network, Bayes 

classifier, Fuzzy Logic and hybrid algorithms can also be used 

The above section says how to prepare a subsection. Just copy 

and paste the subsection, whenever you need it. The numbers 

will be automatically changes when you add new subsection. 

Once you paste it, change the subsection heading as per your 

requirement. 

 

 
Fig. 1.  Input and output images. 

 

 
Fig. 2.  Input and output image of banana leaf and output diseases is early 

scorch disease 
 

 
Fig. 3.  Input and output image of beans leaf and output diseases is 

bacterial leaf spot 
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Fig. 4.  Input and output image of rose leaf and output diseases is bacterial 

leaf spot 

 

 
Fig. 5.  Input and output image of lemon leaf and output diseases is sun 

burn disease 

 

 
Fig. 6.  Input and output image of beans leaf and output diseases is fungal 

disease 
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