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Abstract: Emergency events like natural or unreal disasters 

bring distinctive challenges for humanitarian response 

organizations. Throughout natural or unreal disasters, 

humanitarian response organizations search for helpful data to 

support their decision making processes. It presents a path 

selection algorithm based on Q-learning for disaster response 

applications.  It assumes that a rescue team is an agent, which is 

operating in a dynamic and dangerous environment and needs to 

find a safe and short path in the least time.  It proposes a path 

selection model for disaster response management, and deduces 

that path selection based on our model is a Markov decision 

process.  Then, it introduces Q-learning and design strategies for 

action selection and to avoid cyclic path. Disaster Response Path 

Selection (QPRS) in the theory of Q-learning, an agent is provided 

the ability to act optimally by evaluating the Q value which 

represents the total consequences of a series of actions. In each step 

of interaction, the agent receives an immediate reward for the 

selected action. 

 

Keywords: Decision Making process, Disaster Response Path 

Selection, Emergency Events, Markov Decision Process, Q-

Learning, Short Path, Selected Action. 

1. Introduction 

Disasters often take place in the neighborhood of humanoid 

livelihood. Most of the time, it is either accepted (e.g., 

landslide, earthquake, tidal wave, flood, and lightning) or 

artificial (e.g., industrial explosion, leakage in an oil conduit, 

leakage in gas production, and terrorist attacks). Regardless of 

the cause of the occurrence, disaster leads to huge destruction 

in terms of financial and human lives. Disaster organization is 

an important part of catastrophe response, and it is a symbol of 

whether the catastrophe response is operative. In recent years, 

the mainstream of scholars are giving attention to the operative 

management of disaster events. Combined disaster reduction 

and rapid service platform based on disaster events, carrying 

out 3D conception management, display and provide services 

for catastrophe data. Critical Infrastructures (CI) are systems 

that are indispensable in order to support society's occupations 

and services. Their process under all conditions, counting after 

natural disasters, constitutes a basic material of current modem 

societies and support philanthropic efforts to enable growth in 

under industrialized countries. Each of these substructures is 

dependent for their process on other infrastructures, called 

Lifeline Systems (LS), which are fashioned by physical assets,  

 

human possessions, and processes. Due to their societal 

prominence, it is critical to improving CI and LS resiliency 

capacity to recuperate rapidly to disasters.  

 Defaming key perceptions, such as disaster cycle, resiliency 

and confrontation, and discussing a measureable 

mathematical model to quantity resiliency 

 Recitation resiliency with technical and human aspects of CI 

and LS for example, a more impervious LS would reduce 

the restoration logistical needs after a disaster and, thus, 

allow for more possessions being available and simplify 

logistical organization, leading, in turn, to a shorter 

refurbishment time. 

 Discussing how pre-disaster field investigations can be used 

to advance disaster attentiveness through a baseline 

estimation of CI and LS in order to identify and mitigate 

susceptibilities, and plan disaster rejoinder. These 

assessments include a field calculation of installed 

machineries and an assessment of prevailing key 

organizational and operational progressions, such as 

employees training and disaster rejoinder protocols-e.g. 

management of apparatus logistics and repair crews.  

 Discussing the use of post-Disaster field procedural surveys 

to improve CI and LS resiliency. These controls include an 

evaluation not only of information performance but also of 

management processes execution. 

 Explaining performances and strategies to deportment pre 

and post-disaster surveys Field procedural surveys are, then, 

seen here as fundamental apparatuses associated with each 

of the sections in which an accident can be disaffected. 

2. Literature survey 

A. Clustering and visualization of earthquake data in a grid 

environment 

Dave A. Yuen (2006) proposed that a web client-server 

provision WEBIS, which we have industrialized for 

inaccessible analysis and visualization of seismic data 

containing of both small greatness events and large upheavals. 

We show that the problem-solving environs (PSE) intended for 

forecast of large magnitude earthquakes can be based on this 

WEB-IS idea. The gathering schemes, feature generation, 

feature withdrawal methods and rendering procedures form a 
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computational framework of this atmosphere. On the 

supplementary display, easy and fast charge both to the seismic 

statistics disseminated among distant calculating resources and 

to computational and imagining resources can be realized in a 

GRID background. We deliberate the sensibleness of Narada 

Brokering (integrated Asynchronous Real-time Adaptive 

Dispersed Construction) as a middleware, allowing for 

flexibility and high throughput for remote imagining of 

geophysical data. The WEB-IS functionality was tested both on 

artificial and the actual trembling directories. We contemplate 

the application of comparable organization for tidal wave alerts. 

B. A Q value-based Dynamic Programming algorithm with 

Boltzmann Distribution for optimizing the global traffic routing 

strategy      

Shanqing Yu (2008) proposed that a heuristic technique 

trying to find a good approximation to the global optimum route 

for origin-destination pairs through restatements until the total 

wandering time converges in static circulation systems. The 

overall idea of our technique is to iteratively update the itinerant 

time of each route section rendering to its corresponding 

circulation volume, and continuously engender a new global 

route by Q value-based Dynamic Software design combined 

with Boltzmann Circulation. Finally, we can be able to get the 

international optimal route considering the circulation volumes 

of the road sections. The new projected method is associated 

with the conventional shortest-path method and the result 

establishes that the proposed method performs better than the 

conservative method in global standpoint. 

C. Earthquake prediction through animal behavior: A review 

Neeti Bhargava (2009) projected that a review of the work 

done in trembling prediction using uncharacteristic animal 

behavior. The trembling scheming can be completed using the 

abnormal presentation of animals preceding earthquake 

incidence in seismically active region because of their 

comparatively more capability than humans of observing 

convinced sympathetic of geophysical stimuli which may 

precede earthquake. The intercontinental work specially carried 

out in China, Japan, USA has been summarized. Further, the 

data obligation for the earthquake calculation in the Indian 

context has been discussed. 

D. The prediction algorithm based on fuzzy logic using time 

series data mining method  

I. Aydin (2009) proposed that Prediction of a happening at a 

time series is quite significant for engineering and economy 

problems. Time series data mining syndicates the fields of time 

series analysis and data withdrawal techniques. This method 

produces a set of methods that reveal hidden sequential patterns 

that are characteristic and extrapolative of time series events. 

Time series data mining inspects the time series in a phase 

space. In this paper, an expectation algorithm using time 

sequence data mining based on fuzzy logic is projected. 

Earthquake prediction has been done from an artificial 

earthquake time series by using investigative method at first 

step ago. Time series has been malformed to phase space by 

using nonlinear time series analysis and then ambiguous logic 

has been used to prediction optimal values of significant 

parameters characterizing the time series events. Truth of 

prediction algorithm based unclear logic has been proved by 

submission results. 

E. A probabilistic neural network for earthquake magnitude 

prediction 

Hojjat Adeli (2009) projected that a probabilistic neural 

network (PNN) is presented for predicting the greatness of the 

largest trembling in a pre-defined forthcoming time period in a 

seismic region using eight scientifically computed parameters 

known as seismicity pointers. The pointers painstaking are the 

period elapsed throughout an explicit number (n) of significant 

seismic events beforehand the month in interrogation, the slope 

of the Gutenberg Richter inverse power law curve for the n 

events, the mean square nonconformity about the regression 

line based on the Gutenberg Richter inverse supremacy law for 

the n events, the average greatness of the last n events, the 

difference between the observed thoroughgoing magnitude 

among the last n proceedings and that expected through the 

Gutenberg Richter relationship known as the greatness deficit, 

the rate of square root of seismic energy unconstrained during 

the n events, the mean time or period between distinguishing 

events, and the coefficient of difference of the mean time. 

Expectation accuracies of the prototypical are evaluated using 

three dissimilar arithmetical procedures: the probability of 

detection, the false apprehension ratio, and the true skill score 

or R score. The PNN model is proficient and tested using data 

for the Southern California region. The prototypical yields good 

prediction precisions for earthquakes of magnitude amongst 4.5 

and 6.0. The PNN model presented in this paper 

accompaniments the recurring neural network model 

industrialized by the authors beforehand, where good results 

were reported for forecasting trembling with greatness greater 

than 6.0. 

F. Earthquake shakes twitter users: real-time event detection 

by social sensors 

Takeshi Sakaki (2010) anticipated that Twitter, a popular 

microblogging service, has acknowledged much attention 

recently. An important representative of Twitter is its real-time 

nature. For example, when a trembling occurs, people make 

many Tweet posts (tweets) related to the earthquake, which 

empowers detection of earthquake incidence promptly, simply 

by detecting the tweets. As described in this paper, we examine 

the real-time communication of events such as tremors, in 

Twitter, and propose an algorithm to screen tweets and to 

observe a target event. To distinguish a board event, we devise 

a classifier of twitters based on topographies such as the 

keywords in a tweet, the number of words, and their context. 

Consequently, we produce a probabilistic spatiotemporal model 

for the target event that can find the center and the course of the 
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event location. We anticipate each Twitter user as an instrument 

and apply Kalman cleaning and particle housework, which are 

widely used for location approximation in ubiquitous/pervasive 

computing. The subdivision filter works better than other 

associated approaches in estimating the centers of shakings and 

the trajectories of typhoons. As a submission, we construct a 

tremor reporting system in Japan. Because of the numerous 

tremors and the large number of Twitter users through the 

country, we can distinguish an upheaval by observing tweets 

with high likelihood (96% of tremors of Japan Meteorological 

Activity (JMA) seismic intensity scale 3 or more is 

distinguished). Our system detects earthquakes punctually and 

sends e-mails to registered users. Announcement is delivered 

much faster than the declarations that are transmission by the 

JMA. 

G. Disaster management in real time simulation using 

machine learning 

Mohammed Khouj (2011) proposed that a series of prudently 

chosen decisions by an Emergency Responder during a tragedy 

are vital in mitigating the loss of humanoid lives and the 

recovery of critical substructures. In this paper we propose to 

assist a human Alternative Responder by demonstrating and 

simulating an intelligent agent using Strengthening Learning. 

The goal of the agent will be to exploit the number of patients 

discharged from infirmaries or on-site alternative units. It is 

suggested that by exposing such a knowledgeable agent to a 

large arrangement of simulated disaster situations, the agent 

will capture enough involvement and knowledge to enable it to 

select those actions which mitigate damage and fatalities. This 

paper describes early results of our work that signpost that the 

use of Q-learning can successfully train an agent to make good 

choices, throughout a replicated disaster. 

H. Twitter earthquake detection: earthquake monitoring in a 

social world 

Paul S. Earle (2011) proposed that The U.S. Geographical 

Scholarship (USGS) is investigative how the social cooperating 

site Twitter, a popular examination for dissemination and 

reception short, public text communications, can augment 

USGS earthquake response foodstuffs and the delivery of 

hazard evidence. Rapid uncovering and qualitative calculation 

of quivering events are imaginable because people begin 

distribution public Twitter communications (tweets) with in 

tens of seconds after sensation quaking. Here we present and 

evaluate a trembling detection technique that relies solely on 

Twitter data. A tweet-frequency time series assembled from 

tweets comprehending the word “earthquake” clearly shows 

large peaks interrelated with the origin times of widely felt 

events. To identify conceivable earthquakes, we use a short-

term-average, long-term-average procedure. When tuned to a 

moderate compassion, the detector finds 48 globally dispersed 

earthquakes with only two false activates in five months of data. 

The number of discoveries is small compared to the 5,175 

earthquakes in the USGS global trembling catalog for the 

equivalent five-month time period, and no accurate position or 

magnitude can be assigned based on twitter data alone. 

However, Twitter trembling detections are not without merit. 

The discoveries are generally caused by widely felt events that 

are of more instantaneous concentration than those with no 

humanoid impact. The discoveries are also fast; about 75% 

occur within two minutes of the beginning time. This is 

significantly quicker than seismographic discoveries in poorly 

instrumented regions of the world. The tweets generating the 

discoveries also providing very short first-impression 

descriptions from people who knowledgeable the trembling.  

I. Data mining meets the needs of disaster information 

management 

Li Zheng (2013) projected that the techniques to efficiently 

determine, collect, organize, examination, and distribute real-

time disaster information have become national priorities for 

well-organized crisis management and disaster repossession 

tasks. We have developed methods to facilitate information 

distribution and teamwork amongst both private and public 

sector participants for major catastrophe recovery planning and 

management. We have intended and employed two parallel 

systems: a web-based example of a Business Continuity 

Evidence Network system and an All-Hazard Disaster 

Condition Browser system that run on portable devices. Data 

mining and information repossession techniques help impacted 

populations better comprehend the current disaster condition 

and how the community is cultivating. Specifically, evidence 

extraction integrates the input data from different sources; 

explosion summarization techniques generate brief evaluations 

from a large collection of reports at diverse granularities; 

probabilistic models support enthusiastically generating query 

forms and information dashboard based on user feedback; and 

communal generation and user commendation techniques are 

adapted to help users recognize potential contacts for report 

sharing and communal organization. User studies with more 

than 200 contestants from EOC personnel and companies 

establish that our systems are very useful to gain insights about 

the catastrophe situation and for manufacture decisions. 

J. Mining unstructured data in social media for natural 

disaster management in Indonesia   

Rakhmat Arianto (2018) proposed that a model arrangement 

for shapeless mining data in social media for accepted disaster 

management in Indonesia. The model organization of natural 

disaster administration will be tested using real data where the 

submission will be run from the stage crawl social broadcasting, 

tokenization, filtering, stanching, correspondence measure, and 

Name Entity Recognizer so as to ascertain whether the software 

is built is in conformity with the rules of data assortment events 

natural disasters that can be dependable. The proposed model 

organization of natural disaster organization can help the 

Indonesian government to calculate the influence of 

inundations, landslides, and cyclones that it could decide to 

focus fixes in the truthful fields. If the government has made 



International Journal of Research in Engineering, Science and Management  

Volume-2, Issue-7, July-2019 

www.ijresm.com | ISSN (Online): 2581-5792     

 

573 

developments by the diagramming of catastrophe impact it will 

automatically announcement of floods, landslides, and tornados 

in social media and news websites will diminution, and the 

value graph will change impacts connections so that the 

administration can focus succeeding repair.  

3. Proposed work 

In the theory of Q-learning, a mediator is provided the ability 

to act optimally by estimating the Q value which characterizes 

the total significances of a series of arrangements. In each step 

of interaction, the agent receives an immediate recompense for 

the selected action. Then, the contemporary state and Q value 

are updated; the agent remains to select the next action with a 

convinced strategy. By comparing the effects of learning, the 

agent can find out the optimal strategy. As the procedure of 

DRPS is a Markov pronouncement process, the agent aims at 

the maximum reward by pick out the optimal strategy in each 

discrete state. The mediator enters an inaccessible area through 

its moving means that its contemporary path is inacceptable. If 

we discard the inacceptable solutions and re-start the 

exploration from A, it will unwanted much time and diminution 

the presentation of the algorithm. To tackle this inadequacy, we 

present a “step back” approach to preclude the agent from 

incoming an inaccessible area. 

4. System architecture 

After disasters materialize, efficient decision-making 

sustenance systems can be used to reduce the time needed to 

make crucial decisions regarding task obligation and resource 

distribution, and to guide longer term pronouncements 

involving resource procurement as well as training and the 

assessment of knowledge and control analyzed a number of 

factors donating to current uninspiring comeback efforts, such 

as the composite, rapidly changing decision-making 

atmospheres, the slow, ineffective approaches for gathering, 

processing, examining data, and so on.  It employed control 

system technology to advance a general framework for the 

tragedy response management system, which also integrates an 

adaptive decision system, and obtainable a model with 

schmoosed dangerous infrastructure systems. A combined 

multi-objective model to determine the optimum rescue path, 

which contains of three sub-models: release shortest path 

model, post-disaster circulation assignment model, and 

circulation controlled arcs selection model, and to minimalize 

four objectives: travel time of liberation path, total detour travel 

time, number of independent trips of non-victims, and number 

of police officer’s compulsory. They used genetic procedures 

and K-shortest path methods to regulate optimal rescue path and 

controlled arcs, and used fuzzy system dependability theory 

(weakest t-norm method) to amount the access dependability of 

liberation path. Because of the complication of the atmosphere, 

optimization algorithms may be unable to categorize different 

types of grids, and easily run into an unachievable solution, 

which comprehends some inaccessible areas. Q-learning can 

avoid the problem by background a different signal γ bestowing 

to area types. The atmosphere of DRPS cannot be easily 

predicted, that is, there may be no any prior information. In this 

case, optimization procedure cannot be used, while Q-learning 

can work deprived of a prior knowledge due to its 

communication with the atmosphere. 

  

 
Fig. 1.  System architecture 

5. Conclusion 

It progresses a novel path assortment algorithm based on Q-

learning for catastrophe response administration and evaluated 

the presentation of our algorithm. This procedure can find a 

safer and shorter path in a dynamic and dangerous atmosphere, 

and avoid cyclic path dropping into unreachable areas, thus on 

condition that a specific and important reference for applied 

management tasks in catastrophe response submissions. 

Therefore, this algorithm can be seen to characterize an 

important advance in the government of the art.  

6. Future enhancement 

A. Data analytics 

This is the blockage of prevailing disaster-oriented IoT 

solutions. Based on the characteristics of calamitous problems, 

the developed systems should investigate spatial-temporal 

datasets that are collected from various catastrophe sites at 

dissimilar point of time. This is even difficult when semantics, 

presentations, sizes, and backgrounds are uneven in form and 
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formats. Hence, a unified data analytics platform in terms of 

cloud provision should professionally be accompanying with 

the contemporary scenario. 

B. Structuring of data 

Since the IoT-based paraphernalia is placed in dissimilar 

sites to handle possible calamitous events, the data construction 

or format should be evenly framed. This will minimalize the 

supplementary overhead in data dispensation facilities in IoT-

based catastrophe organization coordination. 
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