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Abstract: The present review introduces methods of analyzing 

the relationship between two quantitative variables. The 

calculation and interpretation of the sample product moment 

correlation coefficient and the linear regression equation are 

discussed and illustrated. Common misuses of the techniques are 

considered. Tests and confidence intervals for the population 

parameters are described, and failures of the underlying 

assumptions are highlighted. 
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1. Introduction 

Correlation analysis is applied in quantifying the association 

between two continuous variables, for example a dependent and 

independent variable or among two independent variables. 

Regression analysis refers to assessing the relation between the 

outcome variable and one or more variables. The outcome 

variable is known as dependent or response variable and the risk 

elements, and cofounders are known as predictors or 

independent variables. The dependent variable is shown by “y” 

and independent variables are shown by “x” in regression 

analysis. 

The sample of a correlation coefficient is estimated in the 

correlation analysis. It ranges between -1 and +1, denoted by r 

and quantifies the strength and direction of the linear 

association among two variables. The correlation among two 

variables can either be positive, i.e., a higher level of one 

variable is related to higher level of another) or negative, i.e., a 

higher level of one variable is related to lower level of the other. 

The sign of the coefficient of correlation shows the direction 

of association. The magnitude of coefficient shows the strength 

of association.   

2. Scatter Diagrams 

Scatter Diagrams are convenient mathematical tools to study 

the correlation between two random variables. As the name 

suggests, they are a form of a sheet of paper upon which the 

data points corresponding to the variables of interest, are 

scattered. Judging by the shape of the pattern that the data points 

form on this sheet of paper, we can determine the association 

between the two variables, and can further apply the best 

suitable correlation analysis technique. 

3. Karl Pearson’s Coefficient of Correlation 

There are many situations in our daily life where we know 

from experience, the direct association between certain 

variables but we can’t put a certain measure to it. For example, 

you know that the chances of you going out to watch a newly 

released movie is directly associated with the number of friends 

who go with you because the more the merrier. Karl Pearson’s 

Coefficient of Correlation is widely used mathematical method 

wherein the numerical expression is used to calculate the degree 

and direction of the relationship between linear related 

variables. 

Pearson’s method, popularly known as a Pearsonian 

Coefficient of Correlation, is the most extensively used 

quantitative methods in practice. The coefficient of correlation 

is denoted by “r”. 

4. Rank Correlation 

In statistics, a rank correlation is any of several statistics that 

measure an ordinal association-the relationship between 

rankings of different ordinal variables or different rankings of 

the same variable, where a "ranking" is the assignment of the 

ordering labels "first", "second", "third", etc. to different 

observations of a particular variable. A rank correlation 

coefficient measures the degree of similarity between two 

rankings, and can be used to assess the significance of the 

relation between them. For example, two common 

nonparametric methods of significance that use rank correlation 

are the Mann–Whitney U test and the Wilcoxon signed-rank 

test. 

5. Provable error and Probable Limits 

Probable Error is basically the correlation coefficient that is 

fully responsible for the value of the coefficients and its 

accuracy. Let’s dig in deeper to know about the concepts of 

probable error and probable limits in a better way. 

As mentioned, probable error is the coefficient of correlation 

that supports in finding out about the accurate values of the 

coefficients. It also helps in determining the reliability of the 

coefficient The calculation of the correlation coefficient usually 

takes place from the samples.  

These samples are in pairs. The pairs generally come from a 

very large population. It is quite an easy job to find out about 

the limits and bounds of the correlation coefficient. The 
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correlation coefficient for a population is usually based on the 

knowledge and the sample relating to the correlation 

coefficient. Therefore, probable error is the easy way to find out 

or obtain the correlation coefficient of any population. Hence, 

the definition is:  

 

Probable Error = 0.674 × 1−r2√N 

 

Here, r = correlation coefficient of ‘n’ pairs of observations 

for any random sample and N = Total number of observations. 

6. Probable Limit 

To get the upper limit and the lower limit, all we need to do 

is respectively add and subtract the value of probable error from 

the value of ‘r.’ This is exactly where the value of correlation 

of coefficient lies. 

 

ρ (rho) = r ± P.E. 

 

Here, the value of rho is nothing but the correlation 

coefficient of a population. This is also the limit of the 

correlation of coefficient. Alongside, 

 

Probable Error = 2/3 SE 

 

Here, S.E is Standard Error of Correlation Coefficient 

 

Standard Error = (1-r2)/√N 

 

Standard Error is basically the standard deviation of any 

mean. It is the sampling distribution of the standard deviation. 

The standard error is generally used to refer to any sort of 

estimate belonging to the standard deviation. Therefore, we use 

probable error to calculate and check the reliability associated 

with the coefficient. 

 

EXAMPLES 

 Question1: Find the probable error. Assume that the 

correlation coefficient is 0.8 and the pairs of samples are 25. 

Solution: We will use the most common method to calculate 

the outcome of the following. Here,  r = 0.8 and n = 25. We 

know that, 

Probable Error = 0.674 × 1−r2√N 

So, on putting the values: 

Probable Error = 0.674 × {(1 – (0.8)2 )/√25} 

= 0.674 × {(1 – 0.64)/5} 

= 0.674 × (0.36/5) 

≈ 0.0486 

Therefore, the probable error is: 0.0486. 

Question 2: If the value of r = 0.7 and that of n = 64, then 

find the P. E. of the correlation of coefficient. Furthermore, find 

the limits for the population correlation coefficient. 

Solution: Here, we have to calculate the probable error. 

Given, r = 0.7 and n = 64. We know that, 

P. E. = 0.674 × {(1-r2 )/√N} 

= 0.6745 × {(1 – (0.7)2 )/√64} 

= 0.6745 × 0.06375 

≈ 0.043 

Therefore, the P.E. is 0.043. Now, we have to calculate the 

limits of the population correlation coefficient. We use the 

formula, 

Probable Limit- ρ (rho) = r ± P.E.r 

Hence, we get, (0.7 ± 0.043) i.e. (0.743, 0.657). 

7. Result 

Correlation is a measure of association between two 

variables. The variables are not designated as dependent or 

independent. The two most popular correlation coefficients are: 

Spearman's correlation coefficient rho and Pearson's product-

moment correlation coefficient. 

When calculating a correlation coefficient for ordinal data, 

select Spearman's technique. For interval or ratio-type data, use 

Pearson's technique. 

The value of a correlation coefficient can vary from minus 

one to plus one. A minus one indicates a perfect negative 

correlation, while a plus one indicates a perfect positive 

correlation. A correlation of zero means there is no relationship 

between the two variables. When there is a negative correlation 

between two variables, as the value of one variable increases, 

the value of the other variable decreases, and vise versa. In other 

words, for a negative correlation, the variables work opposite 

each other. When there is a positive correlation between two 

variables, as the value of one variable increases, the value of the 

other variable also increases. The variables move together. 

Simple regression is used to examine the relationship between 

one dependent and one independent variable. After performing 

an analysis, the regression statistics can be used to predict the 

dependent variable when the independent variable is known. 

Regression goes beyond correlation by adding prediction 

capabilities. 

People use regression on an intuitive level every day. In 

business, a well-dressed man is thought to be financially 

successful. A mother knows that more sugar in her children's 

diet results in higher energy levels. The ease of waking up in 

the morning often depends on how late you went to bed the 

night before. Quantitative regression adds precision by 

developing a mathematical formula that can be used for 

predictive purposes. 

8. Conclusion and Discussion 

Correlation and Regression are the two analysis based on 

multivariate distribution. On the other end, Regression analysis, 

predicts the value of the dependent variable based on the known 

value of the independent variable, assuming that average 

mathematical relationship between two or more variables. 

When it comes to correlation, there is a relationship between 

the variables. Regression, on the other hand, puts emphasis on 

how one variable affects the other. Correlation does not capture 
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causality, while regression is founded upon it. Correlation 

between x and y is the same as the one between y and x. 

Correlation and regression analysis are related in the sense that 

both deal with relationships among variables. The correlation 

coefficient is a measure of linear association between two 

variables. Values of the correlation coefficient are always 

between -1 and +1. Correlation and linear regression are not the 

same. Consider these differences: Correlation quantifies the 

degree to which two variables are related. ... With regression, 

you do have to think about cause and effect as the regression 

line is determined as the best way to predict Y from X. 

Both correlation and simple linear regression can be used to 

examine the presence of a linear relationship between two 

variables providing certain assumptions about the data are 

satisfied. The results of the analysis, however, need to be 

interpreted with care, particularly when looking for a causal 

relationship or when using the regression equation for 

prediction. Multiple and logistic regression will be the subject 

of future reviews. 
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