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Abstract: The last decade has witnessed great advances in 

machine learning and computer vision that have largely enhanced 

the performance and reduced the computational complication of 

visual learning algorithms the project idea is attained in 

Automated Question and Answering System using stemming and 

partial match retrieval algorithm. In Visual learning system 

normally text will be given as an answer in the proposed the 

answer will be enriched with multi-media   either image or video. 

Each image is represented as predefined attribute features based 

on classifiers consisting of the responses from these classifiers. In 

the proposed, a novel image re-ranking frame work is used which 

automatically learns different semantic spaces for diverse query 

keywords. The features of the images are projected into their 

related semantic spaces to get semantic signatures. At the 

connected phase, pictures are re-ranked by relating their semantic 

signatures acquired from the semantic space stated by the query 

keyword. The planned query-specific semantic signatures 

considerably improve both the accuracy and productivity of image 

re-ranking. 

 
Keywords: Crowd-sensing, User recruitment, Data uploading 

cost, PAYM, PAYG. 

1. Introduction 

Nowadays, smartphones, smart watches and tablets acquire 

excellent capabilities such as sensing and communication. In 

recent years, Peripheral vision in MMQA focuses on the facets 

that should be emphasized when designing a MMQA system. 

For now, only a few systems can provide a multimedia result, 

because algorithms can habitually mine low-level features but 

users want high-level ideas, generating a semantic gap. 

Although researchers have attempted surmount this gap, it 

remains a challenge. IBM’s Deep QA project has built a 

computer system that can perform open-domain QA using a 

range of knowledge. The ultimate goal is for computers to 

understand complex information requirements and deliver 

precise, meaningful responses, even synthesizing, integrating, 

and rapidly reasoning over the breadth of human knowledge. 

As a complement to text QA, MMQA should be included in the 

Deep QA project. Web mining is the application of data mining 

methods to learn arrangements from the Web. According to 

analysis targets, web mining can be separated into three 

different types, which include Web Usage Mining, Web 

Content Mining and Web Structure Mining. Web usage mining 

is the process of mining valuable data from server logs e.g. use  

 

Web usage mining is the process of discovering out what users 

are eyeing for on the Internet. Some users might be looking at  

only written data, whereas some others might be concerned in 

multimedia data. Web Usage Mining is the application of data 

mining methods to realize interesting usage patterns from Web 

data in order to recognize and better assist the needs of Web-

based applications. Usage data seizures the uniqueness or 

source of Web users along with their browsing behavior at a 

Web site. Web usage mining itself can be classified additionally 

based on the kind of data usage considered: 

Web Server Data: The user logs are collected by the Web 

server. Typical data contains IP address, page reference and 

access time. Application Server Data: Commercial application 

servers have significant characteristics to allow e-commerce 

applications to be constructed on top of them with little effort. 

A key feature is the ability to track numerous types of business 

proceedings and log them in application server logs. 

Application Level Data: New kinds of events can be referenced 

in an application, and logging can be enabled on for them thus 

producing historical accounts of these particularly distinct 

events. It must be well-known, however, that many end 

applications need a blend of one or more of the systems applied 

in the categories above. Web mining is an significant module of 

content pipeline for web portals. It is used in data authentication 

and validity verification, data integrity and structuring 

taxonomies, content administration, content generation and 

opinion mining. 

2. Related work 

The effective additive kernels by means of express feature 

mapping for visual learning focus on the following two aspects: 

 How to analyze the required format of responses 

requires based on the query posted, 

 Which response to be displayed to please the user. 

3. Existing system 

 Although there has been much progress in supervised 

visual learning, two main limitations still exist: (1) the 

reliance on human labelling limits the application of 

supervised methods in problems involving many 

categories; (2) these discriminative models lack 
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interpretability because they do not produce mid-level 

representations. 

 The semantic attributes are used for image re-ranking 

and Based on the classifiers for all the predefined 

qualities, each image is characterized by an attribute 

feature containing of the responses from these 

classifiers. 

 A hyper-graph is then used to structure the connection 

between images by assimilating low-level visual and 

attribute features. Hypergraph ranking is then 

accomplished to order the images. 

 Its basic principle is that visually alike images should 

have similar ranking scores. we propose a visual-

attribute joint hyper-graph learning approach to 

simultaneously explore two information sources. 

4. Proposed system 

 The main objective is to extend text based QA to 

multimedia QA. 

 Thus the enrich textual answer with media is grabbed. 

 We practice stemming and partial-match retrieval 

algorithm for receiving the finest solution. 

 The query-specific semantic spaces can precisely 

structure the images to be re-ranked, since they have 

omitted other possibly limitless number of unrelated 

concepts, which assist only as noise and deteriorate the 

re-ranking performance on both accuracy and 

computational cost. 

 Dissimilar query images, the operational low-level 

visual features are different. Therefore, queries 

classified query images into eight predefined intention 

categories and gave altered feature weighting patterns 

to different types of query images. 

5. Architecture diagram 

 
Fig. 1.  Architecture diagram 

6. Implementation of modules 

A. Module description 

1) User interface 

Login: 

This module is used to make our application more securable 

by only allowing the authorized user. The user who wants to 

use our application need to register with our system. Once the 

user has successfully login into our system he can enter into the 

search space where the user can enter his search query. 

Search Space: 

This unit is used to get the input query from the user. The 

user has to intermingle with the server with his queries and the 

server will choose for the optimum solution with the user 

understandability. The user who needs the multimedia 

supplemented output he will pass in his query in this search 

space. All search queries pattern will be kept with the output 

patterns in the database for additional procedure. 

Data pre-process: 

In data preprocess module we are going to remove stop 

words and other unused data from the search query. In data 

preprocess root words are identified by stem the word to its root 

word using stemming algorithm. A stemming procedure is a 

process of linguistic normalization, in which the varying forms 

of a word are condensed to a common form, for example, 

Connection, connections, connective, connected, connecting    

these words are stemmed to the root word connect. 

Answered query: 

To diminish the server process if the present user search 

query matches with the prevailing search query pattern then the 

result will come from the database result set. At the time of 

displaying result user have option to review the answer. If the 

user is satisfied with the answer, he could click the like button 

then the question and the answer will store in the database. The 

data will be search in the data base by using Naive Bayes 

classifier algorithm and page ranking it is used for retrieving 

from a file of k-letter words all words which match a partially-

specified input query word. 

B. Pattern selection 

1) Text 

For the “yes/no”, “choice” and “quantity” questions, we 

classify them into the class of responding with only text. 

Therefore, assumed a question, we first judge whether it should 

use only textual respond based on the questioning word. 

2) Text & image 

If the question is categorized into “enumeration” and 

“description” class then the answer medium will be nominated 

as “text + image” when we hunt answers in web, we will 

provide text search responses and the image search answers for 

the input query. 

3) Text & Video 

The verbs in an answer will be useful for knowing whether 

the answer can be augmented with video content. Instinctively, 

if a textual answer comprises many difficult verbs, it is more 

probable to describe a dynamic procedure and thus it has high 

likelihood to be well responded by videos. Therefore, verb can 

be a significant clue. 

4) Text & Image & Video 

The verbs in an answer will be useful for predicting whether 

the answer can be augmented with torrent of images as well as 

video content. If the question covers following string then the 

answer medium is nominated as “text + image +videos” they 

are president, king, kill, battle, issue, prime minister, nuclear, 
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earth quake, singer, event, war, happened. 

C. Web search navigator 

Search is beneficial to visitors who know precisely what 

they’re looking for. But including a search option isn’t an 

excuse to ignore good information architecture. It’s still 

important to make sure that your content is findable for visitors 

who might not know accurately what they’re eyeing for or are 

surfing to determine potentially interesting content. If the user 

is not satisfied with the type of answer he can navigate to 

different type of answer medium using the navigator. 

1) Characteristics of Search Navigation 

Search bars are typically situated in the header or close to the 

top of a sidebar Search bars are frequently repetitive on 

auxiliary sections of a page layout, such as the footer. 

D. Query Result (using Google API) 

A search engine results page (SERP) is the list of results kept 

by a search engine in the form of an answer to a keyword query. 

The results usually contain a list of objects with titles, a mention 

to the full version, and a short explanation showing anywhere 

the keywords have matched content within the page. A SERP 

may refer to an only text answers using by using wiki results or 

text and image answers using links and image results as an 

answer or we can provide the text, image, video as a result page. 

7. Conclusion 

In this paper, we depict the inspiration and advancement of 

MMQA, and it is investigated that the current methodologies 

for the most part center on thin spaces. Going for an 

increasingly broad methodology, we propose a novel plan to 

respond to addresses utilizing media information by utilizing 

literary replies in cQA. For a given QA pair, our plan initially 

predicts which sort of medium is suitable for improving the first 

literary answer. Following that, it consequently creates an 

inquiry dependent on the QA learning and afterward performs 

sight and sound hunt with the question. At last, inquiry versatile 

re-positioning and copy expulsion are performed to acquire a 

lot of pictures and recordings for introduction alongside the first 

literary answer. Unique in relation to the regular MMQA 

inquire about that expects to naturally create interactive media 

responds to with given inquiries, our methodology is 

manufactured dependent on the network contributed answers, 

and it would thus be able to manage progressively broad 

inquiries and accomplish better execution. In our study, we 

have also observed several failure cases. For example, the 

system may flop to produce sensible multimedia answers if the 

created queries are verbose and composite. For numerous 

questions videos are improved, but actually only portions of 

them are useful. Then, offering the whole videos can be 

misleading. Another problem is the absence of variety of the 

generated media data. We have adopted a technique to 

eliminate duplicates, but in many cases more diverse results 

may be better. 
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