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Abstract: Blindness is a lacking the visual perception due to 

physiological. The partial blindness represents the growth of the 

optic nerve and total blindness is the full absence of the visual light 

perception. In this proposed work, a simple, cheap, friendly user, 

virtual eye will be designed and implemented to improve the 

mobility of both blind and visually impaired people in a specific 

area. The proposed work includes a head hat, mini hand stick and 

foot shoes to help the visionless people. The main component of 

this system is the ultrasonic sensor which is used to determined 

area around blind by emitting-reflecting waves. The reflected 

signals received from the objects are used as input to Arduino 

microcontroller. The microcontroller carry out the commands and 

then communicate the device back to the earphones using buzzer 

speech synthesizer. The proposed system is cheap, fast, and easy to 

use and an innovative for blind and visually impaired people in 

third world countries. 
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1. Introduction 

Vision is a beautiful gift to human beings by GOD. Vision 

allows people to perceive and understand the surrounding 

world. However, a World Health Organization survey made in 

2010, estimated 285.389 million people with visual impairment 

across the globe. These visually impaired people face the 

problems of orientation and mobility in an unknown 

environment. Many efforts have been made to improve their 

mobility by use of technology [1]. Total blindness is the 

complete lack of form and visual light perception and is 

clinically recorded as NLP, an abbreviation for "no light 

perception”. Blindness is frequently used to describe severe 

visual impairment with residual vision. Those described as 

having only light perception have no more sight than the ability 

to tell light from dark and the general direction of a light source 

[2]. Many people suffer from serious visual impairments 

preventing them from travelling independently. Accordingly, 

they need to use a wide range of tools and techniques to help 

them in their mobility. One of these techniques is orientation 

and mobility specialist who helps the visually impaired and 

blind people and trains them to move on their own 

independently and safely depending on their other remaining 

senses. Another method is the guide dogs which are trained 

specially to help the blind people on their movement by 

navigating around the obstacles to alert the person to change  

 

his/her way. However, this method has some limitations such 

as difficulty to understand the complex direction by these dogs, 

and they are only suitable for about five years. The cost of these 

trained dogs is very expensive, also it is difficult for many of 

blind and visually impaired persons to provide the necessary 

care for another living being [3]. There is an international 

symbol tool of blind and visually impaired people just like the 

white cane with a red tip which is used to enhance the blind 

movement. The walking cane is a simple and purely mechanical 

device dedicated to detect static obstacles on the ground, 

uneven surfaces, holes and steps via simple tactile-force 

feedback. This device is light, portable, but range limited to its 

own size and it is not usable for dynamic obstacles detection 

neither than obstacles not located on the floor [4]. Recently, 

many techniques have been developed to enhance the mobility 

of blind people that rely on signal processing and sensor 

technology. These called electronic travel aid (ETA) devices 

help the blind to move freely in an environment regardless of 

its dynamic changes. According to the literature, ETAs are 

mainly classified into two major aspects: sonar input (laser 

signal, infrared signals, or ultrasonic signals) and camera 

input systems (consists mainly of a mini CCD camera).The 

way these devices operate just like the radar system that uses 

ultrasonic fascicle or laser to identify height, the direction, and 

speed of fixed and moving objects. The distance between the 

person and the obstacles is measured by the time of the wave 

travel. However, all existing systems inform the blind of the 

presence of an object at a specific distance in front of or near to 

him. These details permit the user to change his or her way. 

Information about the object characteristics can create 

additional knowledge to enhance space manifestation and 

memory of the blind. To overcome the above-mentioned 

limitations, this work offers a simple, efficient, configurable 

virtual for the blind. The originality of the proposed system is 

that it utilizes an embedded vision system of five simple 

ultrasonic sensors and brings together all reflective signals in 

order to codify an obstacle through Arduino microcontroller. 

Furthermore, the user of the system does not need to carry a 

cane or other marked tool. He/she can just wear a hat, a hand 

mini stick (size of a pen) and foot shoes just like others. It is 

very suitable for real-time applications. 
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2. Related work 

Over the last decades, research has been conducted for new 

devices to design a good and reliable system for blind people to 

detect obstacles and warn them at danger places. There are 

some systems which has some deficiencies.  

Shovalet. al in [5] developed a Navbelt, an obstacle 

avoidance wearable portable computer which is only for indoor 

navigation. Navbelt was equipped with two modes, in the first 

one the system information was translated to audio in different 

sounds. One sound for free for travel direction and other for 

blocked, it was difficult for the person to differentiate the 

sounds. Other problem was the system would not know the user 

momentary position.  

D. Yuan et al. in [6] have discussed about the virtual white 

cane sensing device based on active triangulation that can 

measure distances at a rate of 15 measurements/second. A blind 

person can use this device for sensing the environment, pointing 

it as if it was a flash light. Beside measuring distances, this 

device can detect surface discontinuities, such as the foot of a 

wall, a step, or a drop-off. This is obtained by analyzing the 

range data collected as the user swings the device around, 

tracking planar patches and finding discontinuities.  

Benjamin et al. in [7] introduce a laser cane with three photo 

diodes and three laser diodes function as receiver making an 

optical triangulation. The laser cane detects the obstacle in three 

different directions. One is 45º to the ground for overhanging 

obstacles, the second one is parallel to the ground and third one 

is for sharp deepness. The laser cane has no system for 

determining location and position. J. Na proposed an interactive 

guide system for indoor positioning, which can‟t detect the 

obstacles and hurdles. The system is not suitable for the outdoor 

activities. 

 S. Innet and N. Ritnoom in [8] have introduced a stick for 

distance measurement using infrared sensors, which is a 

complex and time wasting process. The stick has different 

vibration modes for different range which is difficult for a blind 

to differentiate, it needs time for training. The stick informs the 

person clearly at dangerous stage which conveys less 

information and safety. The stick has no location and 

positioning features.  

EvangelosMilios et al. in [9] have presented a device that 

allows three-dimensional (3-D) space perception by 

sonification of range information obtained via a point laser 

range sensor. The laser range sensor is worn by a blindfolded 

user, who scans space by pointing the laser beam in different 

directions. The resulting stream of range measurements is then 

converted to an auditory signal whose frequency or amplitude 

varies with the range. 

 J. Borenstein and Y. Koren in [10] have discussed the VFH 

method which uses a two-dimensional Cartesian histogram grid 

as a world model. This world model is updated continuously 

with range data sampled by onboard range sensors. In the first 

stage the histogram grid is reduced to a one- dimensional polar 

histogram that is constructed around the robot's momentary 

location. In the second stage, the algorithm selects the most 

suitable sector from among all polar histogram sectors with a 

low polar obstacle density, and the steering of the robot is 

aligned with that direction. Sylvain Cardin et al. have presented 

an obstacle detection system for visually impaired people. User 

can be alerted of closed obstacles in range while traveling in 

their environment. The system we propose detects the nearest 

obstacle via a stereoscopic sonar system and sends back vibro-

tactile feedback to inform the user about its localization.  

PrzemyslawBaranski et al.  have explained the concept and 

reports tests of a remote guidance system for the blind. The 

system comprises two parts – a remote operator‟s terminal and 

a blind person‟s mobile terminal. The mobile terminal is a small 

electronic device which consists of a digital camera, GPS 

receiver and a headset. The two terminals are wirelessly 

connected via GSM and the Internet. The link transmits video 

from the blind traveller, GPS data and provides duplex audio 

communication between the terminals.  

Maroof H. Choudhury et al. have described a Pocket-PC 

based Electronic Travel Aid (ETA) that helps a blind individual 

navigate through indoor environments. The system detects 

surrounding obstacles using ultrasonic range sensors and the 

travel direction using an electronic compass. The acquired 

information is processed by a Pocket-PC to generate a virtual 

acoustic environment where nearby obstacles are recognizable 

to the user. 

Rupali Kale and A. P. Phatale have presented this project 

aims to make the blind person fully independent in all aspects. 

The proposed system is based on Global Positioning System 

(GPS) and Obstacle detection and object avoidance 

technologies. 

Sabarish. S have described the development of a navigation 

aid in order to assist blind and visually impaired people to 

navigate easily, safely and to detect any obstacles. The system 

is based on a microcontroller with synthetic speech output. In 

addition, it consists of two vibrators, two ultrasonic sensors 

mounted on the user‟s shoulders and another one integrated into 

the cane. 

Bruce Moulton et al. investigated the suitability of a user 

centered client server approach for the development of a talking 

GPS system intended to fill a niche for outdoor way finding. 

The work resulted in a working prototype proof-of-concept 

system that uses a speech-recognition speech-synthesis 

interface. 

V. Dhilip Kanna et al. have presented this project aims to 

make the blind person fully independent in all aspects. The 

proposed system is based on “Programmable Gate Arrays 

(PGA) and Detectors”. This constitutes a virtual eye which 

communicates to the outside surrounding through a camera. 

The camera acts as a constant source of information to the 

system. 

M. Bujacz et al. have discussed the main idea of the system 

to transmit a video stream from a camera carried by a visually 

impaired user to a remote assistant that navigates the blind by 
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short spoken instructions. The communication link is 

established over the GSM network within the High-Speed 

Downlink Packet Access (HSDPA) communication protocol. 

Andreas Riener and HaraldHartl have proposed a wearable 

solution for boundary detection (using ultrasonic range finders) 

and notification (via tactile actuators) under conditions of poor 

visibility. The unique feature of “Personal Radar” used for 

obstacle scanning and notification solution is, that it is self-

contained and fully self-governed. Horace Josh et al. have 

presented an FPGA implementation of a real-time vision 

system that simulates this phenomenon. The system is low-cost, 

mobile and consists of a CMOS camera, FPGA development 

board, and a head-mounted display. Bousbia Salah et al.  have 

described the problem of distance measurement. The proposed 

system is based on the technique of using an accelerometer and 

double integrating ' its output with respect to time. 

D. Dakopoulos and N. G. Bourbakis have presented a 

comparative survey among portable/wearable obstacle 

detection/avoidance systems (a subcategory of ETAs) in an 

effort to inform the research community and users about the 

capabilities of these systems and about the progress in assistive 

technology for visually impaired people. 

Ranu Dixit and NavdeepKaur have involved the 

synchronization of different sound signals and reading of each 

signal bit wise. These signals store in database, apply the HMM 

algorithm and distribute each sound signal in one information 

database. 

G. Balakrishnan and G. Sainarayanan have presented a 

review on vision-aided systems and propose an approach for 

visual rehabilitation using stereo vision technology.  

WaiLunKhoo et al. in [25] have described how a wearable 

range-vibrotactile device is designed and tested in the real-

world setting, as well as thorough evaluations in a virtual 

environment for complicated navigation tasks and neuroscience 

studies. 

Chang Gul Kim and ByungSeop Song have designed a 

microprocessor and a PDA. All of the information about 

obstacle in front of user is checked by three ultrasound sensor 

pairs and delivered to the microprocessor which analyzes the 

information and generates the acoustic signal for alarm. 

E. Milios et al. have presented a device that allows three-

dimensional (3-D) space perception by sonification of range 

information obtained via a point laser range sensor. 

J. Brabyn have presented an overview of both early and 

recent developments in artificial aids for blind orientation and 

mobility. 

OrlyLahav et al. have developed a new virtual environment 

system for people who are blind to aids for blind orientation and 

mobility. 

OrlyLahav et al. have developed a new virtual environment 

system for people who are blind to aid them in their anticipatory 

exploration and cognitive mapping of unknown environments. 

Simon Meers and Koren Ward have presented a novel 

human-computer interface that enables the computer display to 

be perceived with- out any use of the eyes. Our system works 

by tracking the user’s head position and orientation to obtain 

their „gaze‟ point on a virtual screen, and by indicating to the 

user what object is present at the gaze location via haptic 

feedback to the fingers and synthetic speech or Braille text. 

Brabyn have discussed a reading service for the blind in 

which an on-call remotely located sighted reader could read to 

and interact with blind clients as if they were in the same room, 

using telecommunication and virtual presence technologies. 

The method combines the advantages of automated reading 

machines with those of a sighted reader (i.e., intelligent 

scanning, information extraction and interpretation, ability to 

deal with handwriting, etc.). 

3. Proposed design 

In order to overcome the difficulties in the existing method 

and to provide the cost effective and user friendly system for 

blind navigation, the following design is proposed. This project 

mainly consists on three parts namely ultrasonic sensors, 

Microcontroller, Power supply, 

 Ultrasonic Sensors: In order to provide the obstacle 

avoidance, Ultrasonic sensor is used. Ultrasonic 

ranging provides 2cm- 400cm non-contact 

measurement function, the ranging accuracy can reach 

to 3mm.it includes ultrasonic transmitters, receiver 

and control circuit. Ultrasonic use I/O trigger for at 

least 10us high level signals. Sensor automatically 

sends eight 40 KHz and detect whether there is a pulse 

signal back. IF the signal back, through high level, 

time of high output I/O duration is the time from 

sending ultrasonic to returning. 

 Arduino Microcontroller: Arduino is a single-board 

microcontroller, intended to make the application of 

interactive objects or environments more accessible. 

The hardware consists of an open-source hardware 

board designed around an 8-bit Atmel AVR 

microcontroller, or a 32-bit Atmel ARM. Current 

models feature a USB interface, 6 analog input pins, 

as well as 14 digital I/O pins which allows the user to 

attach various extension boards. It has 16 MHz crystal 

oscillator, a USB connection, a power jack, an ICSP 

header, and a reset button. It contains everything 

needed to support the microcontroller; simply connect 

it to a computer with a USB cable or power it with a 

ac to dc adapter or battery to get started. The Uno 

differs from all preceding boards in that it does not use 

the FTDI USB to serial driver chip. Instead, it features 

the Atmega 8U2 programmed as a USB-to-serial 

converter. 

 Power supply: Since all electronic circuit work only 

with low dc voltage. We need a power supply unit to 

provide the appropriate voltage supply. This unit 

consists of battery, rectifier, filter and regulation. 
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4. Working operation 

Our project is an innovative idea of intelligent system which 

has basically Obstacle detection feature and will provide safety 

and support to visually impaired Persons. The ultrasonic 

sensors in the system will sense surrounding and will detect the 

obstacles and give feedback to raspberry pi speech synthesizer 

change the path way. 

According to the WHO, about 30 million people are 

estimated to be permanently blind worldwide. These people are 

totally dependent on others. They even cannot walk on their 

own. We have created designed and built an “Ultrasonic Blind 

Walking Stick” device which will help blind people to walk 

with ease independently. As a simpler version, we have used 

only one ultrasonic sensor in this project. For better accuracy 

and assistance two or three sensors can be used. 

The main objective of this project is to help blind people to 

walk with ease and to be warned whenever their walking path 

is obstructed with other objects, people or other similar odds. 

As a warning signal, a buzzer is connected in the circuit, whose 

frequency of beep changes according to the distance of object. 

The closer the distance of obstruction, the more will be the 

buzzer beep frequency. We can say that the beep frequency is 

inversely proportional to the distance. 

The main component used for this device is the ultrasonic 

sensor.  The ultrasonic sensor transmits a high frequency sound 

pulse and then calculates the time to receive the signal of the 

sound echo to reflect back. The sensor has 2 circles. One of 

them acts as the transmitter and transmits the ultrasonic waves. 

The other one acts as a receiver (mostly a small microphone) 

and receives the echoed sound signal. The sensor is calibrated 

according to the speed of the sound in air. With this calibrated 

input, the time difference between the transmission and 

reception of sound pulse is determined to calculate the distance 

of the object.  

As shown in diagrams there are two openings in Ultrasonic 

sensor first is transmitter (or Trigger) and second is receiver (or 

Echo). Ultrasonic sensor sends high frequency pulses, these 

pulses reflects from object and takes as Echo, time between 

echo and Trig is measured by the microcontroller or Arduino 

which is directly proportional to distance. The speed of sound 

is 341 meter per second in the air, and the distance between 

sensor and object is equal to time multiplied by speed of sound 

divided by two. 

Distance = (Time * Speed of Sound) ÷ 2 

After the distance measurement, Arduino makes a beep 

format using buzzer, when distance is high, frequency of beep 

is decreased and beep frequency is increased when distance is 

low. The range of HC-05 Ultrasonic sensor is not high, it can 

only measure 50cm in open space, for more distance many other 

powerful sensors are available in the market. 

A. Program code 

Code file is given in the link, just download this file and 

upload to Arduino. In the code, a library is used by the name 

Ultrasonic.h, this library is not added in Arduino by default. For 

adding this library to Arduino download the zip file from the 

link https://github.com/JRodrigoTech/Ultrasonic-HC-SR04. 

Extract the file and copy the folder inside the extracted folder 

and paste in library folder whose location is This PC > 

Document >Arduino> libraries. 

In the first line of code, ultrasonic library is declared by 

“#include<Ultrasonic.h>. In the second line pins of ultrasonic 

sensor is declared by line “Ultrasonic ultrasonic (12, 11)” in 

which 11 is “Echo” pin of Arduino and 12 is “Trig”. 

Next an integer is declared by the name “buzzer = 9” here 9 

is the D9 pin of Arduino. 

In the “void setup()” buzzer is the pin declared as Output pin 

by function pinMode (buzzer, OUTPUT) 

In the void loop section an integer is declared by the name 

distance, which is equal to distance measured by ultrasonic 

sensor, for the distance measurement a function 

“ultrasonic.Ranging(CM)”is used. This function measures the 

distance in Centimeter. 

Now we want to make a beep signal, when distance is less 

than 50 cm so if any condition is used “if (distance<50). When 

this condition become true Arduino measures the “dil” which is 

equal to 2*distance. This “dil” is an integer and defined in the 

same line. 

Now buzzer is switched on by using 

“digitalWrite(buzzer,HIGH” and a delay of dil time is given 

after that buzzer is switched off by using same function. 

digitalWrite(buzzer,LOW)” after all delay of dil is also dicen 

by function “delay(dil)1) The power supply activates the 

circuit.2) The sensor transmitter transmits the frequency, which 

reflects from the obstacle. Sensor receiver receives the reflected 

frequency and gives it to microcontroller.3) The Arduino 

microcontroller processes it and gives signal to buzzer.   

 

 
Fig. 1.  Block diagram 

 

 In order to overcome the difficulties in the existing 

method and to provide the cost effective and user 

friendly system for blind navigation, the following 

design is proposed. 

 That this project mainly consists of four parts namely 

Ultrasonic sensors, Microcontroller, buzzer, Power 

supply.  

 Our project is an innovative idea of intelligent system 

which has basically Obstacle detection feature and will 

provide safety and support to visually impaired 
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Persons.  

 The ultrasonic sensors in the system will sense 

surrounding and will detect the obstacles and give 

feedback to Arduino change the buzzer sound.  

 The power supply activates the circuit.  

 The sensor transmitter transmits the frequency, which 

reflects from the obstacle. Sensor receiver receives the 

reflected frequency and gives it to microcontroller. 

The Arduino microcontroller processes it and gives 

signal to Buzzer. 

 Depend upon the sensing the buzzer will turn ON 

number of times. 

5. Scope of the work 

 Radar can be used for measuring large range target 

objects.  

 Shape detection test for objects can be considered that 

move at different rotational speeds across several 

distances.  

 The other scope may include a new concept of 

optimum and safe path detection based on neural 

networks for a blind person.  

 To show good accuracy an image processing 

technique can be considered. 

A. Advantages 

 Low design time. 

 Low production cost. 

 This system is applicable for both the indoor and 

outdoor environment. 

 Setting the destination is very easy. 

 It is dynamic system. 

 Less space. 

 Low power consumption. 

6. Conclusion 

 This project proposed the design and architecture of a 

new concept of Microcontroller based Virtual Eye for 

the blind people.  

 A simple, cheap, configurable, easy to handle 

electronic guidance system is proposed to provide 

constructive assistant and support for blind and 

visually impaired persons. The system will be efficient 

and unique in its capability in specifying the source 

and distance of the objects that may encounter the 

blind.  

 It is able to scan areas left, right, and in front of the 

blind person regardless of its height or depth.  

 With the proposed architecture, if constructed with at 

most accuracy, the blind will be able to move from one 

place to another without others help. 
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