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Abstract: The goal of this survey is to present the topic of 

hardware multithreading in different fields and also the 

advancements in hardware multithreading concepts. The use of 

multithreading in different processors, IOT concepts using 

Multithreading, concept of multiprocessor for executing plurality 

of programs, pipelining concept, concurrent task executing Error 

protection by Redundant Multithreading and java multithreading 

and in VLIW Processors, Multithreading in XILINX Microkernel 

with hardware scheduler and also in reliable aerospace computers. 

 
Keywords: multithreading, multiprocessor, RISC, CISC, VLIW 

Processor, chip multiprocessor, simultaneous multithreading. 

1. Introduction 

     One of the main focuses of current work in computer 

architecture is the design of hardware organizations that support 

the parallel executions of instructions. Data flow architectures 

are becoming a great deal of attention as they execute 

instructions as soon as operands are given. A few topics of SAM 

architecture is also explained. Performance is the main 

difference of microprocessors. Before 2002, the 

microprocessors architecture focused on Instruction Level 

Parallelism(ILP) which was modified and improved when 

single-core superscalar processors were introduced. A few 

concepts of Thread Level Parallelism(TLP). Research in 

computer architecture aims at exploiting higher levels of 

parallelism in instruction processing. Simultaneous 

Multithreading(SMT) and Chip Multiprocessors(CMP) exploit 

instruction level and thread-level parallelism jointly to improve 

instruction throughput. The interfaces between the IoT network 

periphery and the sensors and actuators for instance are defined 

by systems -on-a-chip(SoC) devices. Chip multiprocessors 

(CMP) and Simultaneous Multithreading (SMT) allows 

effective resource utilization and thus potential to achieve 

higher levels of instruction throughput. This concept and its few 

challenges have been taken into consideration. A solution to 

some challenges regarding Multithread RISC Architecture 

based on Programmable Interleaved Pipelining is taken. The 

process of multithreading in *T processor to improve 

computation and long-latency memory operation is involved. In 

a processor core with hardware multithreading support (MTP), 

several threads can be executed concurrently. The threads that 

are not stalled compete for the processing resources such as 

ALU or memory interfaces. So, a brief idea about resolving this  

 

problem by selecting a thread whose instructions will be 

executed next is taken into consideration. 

A new loop scheduling scheme called multithreaded self-

scheduling (MY$) for distributed shared memory 

multiprocessor is explained. A simultaneous multithreading 

multicore processor which accelerate object recognition for 

720p HD video streams is discussed. Resiliency is a first order 

design concern in modern microprocessor designing. Compiler-

level Redundant Multithreading schemes are promising 

because of their compatibility to detect hardware transient and 

permanent faults. EXPERT, a compiler-level RMT scheme can 

detect manifestation of hardware faults in all hardware 

components is discussed. 

For Java-Web computing and many Java applications, a Java 

processor called simultaneous multithreaded Java chip which 

enhances performance of previous Java Processor by hardware 

support of Java multithreading. SMT Java chip is an advanced 

architecture which has enhanced mechanism of stack cache, 

instruction cache, functional units etc.     Simultaneous 

multithreading is a well-known technique that improves 

resource utilization by exploiting thread level parallelism at the 

instruction gain level. A method called Cluster-level 

Simultaneous Multithreading(CSMT) considers the set of 

operations that execute simultaneously in a given cluster as the 

assignment unit. So, the benefits of CSMT regarding VLIW 

(Very Long Instruction Word) is discussed. Thus it exposes 

architecture details to the compiler, so that ILP can be extracted 

at compile time. Thus most multithreading concepts, therefore 

are targeted to minimize vertical waste that arises due to 

memory latency cycles in a program.   

2. Literature survey 

Experiments with sorting hardware implementation showed 

many drawbacks and the delay was unacceptable. CPU depends 

on continues processing of information in the pipe. It allows the 

processor to do useful computation during long-latency 

memory operations. The primary transmitter instruction is sttx, 

store into transmit registers. The transmitter registers are a bank 

of 24 32-bit registers. The proposed method achieves the 

desired thread differentiation without hindering performance or 

increasing costs, as demonstrated by initial experimental 

results. 

This delay is imposed by the increasing gap between the 
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processor cycle frequency and the memory and communication 

latency. Software multithreading can reduce the stalls but with 

coarser response times. With hardware multithreading and the 

appropriate scheduling, the average utilization of the 

computational units increases. The execution time requirements 

of threads may vary depending on several issues. It has lower 

priority. 

A new loop scheduling scheme called multithreaded self-

scheduling (MY$) for distributed shared memory 

multiprocessor is proposed. Attempts to hide the remote 

memory access latencies by switching be- tween multiple 

contexts of threads. A series of simulation results corresponding 

to various parameter changes arc presented which provides o 

measure of the effectiveness of MSS. 

One of the characteristics of DSM multiprocessor is Non 

uniform memory Access(NUMA). Offers a favourable 

programming paradigm of a global address space for parallel 

programs such that concurrent executing pro- gram. In this 

paper, a new loop scheduling technique €or DSM 

multiprocessor is proposed. By multithreading the chunks in 

guided self-scheduling (GS) scheme, the remote memory 

access latencies, that frequently happen in DSM 

multiprocessor, may be effectively hidden by switching 

between multiple contexts of threads. It has capability to detect 

the manifestation of hardware transient and permanent faults. 

Thread-level error detection schemes. If there is no mismatch, 

the leading thread proceeds and submits the results, i.e., writing 

data to the shared memory. EXPERT, a compiler-level fault 

detection scheme which provides microprocessor-wide 

transient and permanent fault detection. EXPERT significantly 

improves the error coverage of state-of-the-art RMT schemes 

by providing full execution protection rather than just 

computational operations protection. 

The disadvantage of fail to detect hardware permanent faults. 

Faults in the simulated processor while running original and 

protected versions of programs. An SMT Java chip is proposed 

to enhance hardware java multithreading. To enhance the 

performance of java processor considering java characteristics 

using hardware multithreading. Performance results show that 

execution is speeded up between 1.3 to 2.000 compared to 

single threaded java processor. The processor uses many clock 

cycles to speed up the execution. Combination of all of the 

multithreading paths comprises a total data processing system 

capable of handling more than minimum task for which highest 

reliability is required. 

The inverse proportionalities between speed, capacity and 

reliabilities can be exploited in a multithreaded computer 

organization. Utilizes activity redundance to provide high 

capability for more extensive data processing tasks during no 

failures have occurred. Opportunities for tradeoffs is re-

examined and a reliability model is designed. The rate at which 

the signals is processed and the number of arithmetic and 

logical operations which can be processed is multiplexed. An 

extra memory module and additional processors have been 

added to speed up the process. 20000 words have been 

processed easily even they are too complex. The computer 

system uses single threaded configuration. The processors used 

are more in number. It is dependent on probability rather than 

accuracy. 

The processor is basically a multiple instruction, multiple 

data stream (MIMD) digital computer that utilizes pipelining 

for control and function units. This invention relates to data 

processing, and, more particularly, relates to concurrent task 

and instruction processing in a multiple instruction, multiple 

data stream computer. computers became faster, the utilization 

of other resources became the limiting factor. Resources 

included the adder, multiplier, and other function units which 

make up the central processing unit. Program instructions could 

be fetched, or pulled, from the memory unit much faster than 

the function units. This technique has been heretofore employed 

to speed up function units, such as an added. By the use of one 

central processing unit which is, in effect, multiplexed among 

the several data streams. The main problem with the use of 

separate control processing. If several tasks are to be processed 

concurrently, then the PSWs for each task must be 

distinguished from those for others as regards task memory 

allocation. 

A data processing system having a plurality of data. The 

functional groups of dedicated registers when activated to share 

the common resource circuits, define a plurality of data 

processors. The processors execute programs, wherein each 

processor when active performs unique data processing 

functions operationally independent of the other processor. The 

resource allocation circuit includes a priority network that 

receives real time common resource utilization requests from 

the processors. The software design approach for I/O data 

processing systems is based on time sharing principles that 

allow individual data processing tasks to share a common 

memory. Multiple concurrent program executions can be 

performed at the expense of further hardware duplication. 

Response time is minimized in the true hardware I/O oriented 

data processing system. 

The system also is not rendered inoperable because of the 

failure of a single processor to respond. Performance of 

individual data processing tasks is decreased by that amount of 

time required to read and execute the program interrupt 

instructions. Time sharing of common resource circuits under a 

software oriented approach requires program interrupt 

instructions and routines or polling to effect switching 

operations from one data processor to the next. 

3. Conclusion 

  From this survey, we will be able to know the way in which 

hardware multithreading in different processors is successfully 

implemented. The overall objective of the present survey is to 

provide a method and apparatus for scheduling the execution of 

multiple tasks in a computer system which is greatly advancing. 

The ultimate aim to combine our approach with existing 
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performance-boosting and cost-reducing techniques. The next 

works are to combine our approach with existing performance-

boosting and cost-reducing techniques. A dynamic power 

control method of hardware multithreading for real-time 

embedded system processors to improve energy efficiency and 

the performance of the active threads and eliminate energy 

wasted by idle threads by improving energy efficiency when the 

processor workload decreases is to be achieved in future works. 

The CSMT concept has become a landmark which helps to 

reduce error accumulation effect. All bundles belonging to a 

VLIW instruction from a given thread are simultaneously 

issued. The main part been implemented in Verilog, while the 

interleave controller and sequence patterns selection algorithms 

are coded in VHDL is to be developed further. A method for 

modelling chip multithreading processors architecture is 

introduced, and an instruction level simulation model is 

implemented as a set of extensions to the Simics machine 

simulator toolkit. EXPERT, a compiler-level RMT soft/hard 

error detection scheme. EXPERT significantly (∼65x) 

improves the error coverage of state-of-the-art RMT schemes 

by providing full execution protection rather than just 

computational operations protection. 
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