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Abstract: The upsurge in the volume of unwanted emails called 

spam has created an intense need for the development of more 

dependable and robust anti-spam filters. Machine learning 

methods of recent are being used to successfully detect and filter 

spam emails. We present a systematic review of some of the 

popular machine learning based email spam filtering approaches. 

Our review covers survey of the important concepts, attempts, 

efficiency, and the research trend in spam filtering. The 

preliminary discussion in the study background examines the 

applications of machine learning techniques to the email spam 

filtering process of the leading internet service providers (ISPs) 

like Gmail, Yahoo and Outlook emails spam filters. Discussion on 

general email spam filtering process, and the various efforts by 

different researchers in combating spam through the use machine 

learning techniques was done. Our review compares the strengths 

and drawbacks of existing machine learning approaches and the 

open research problems in spam filtering. We recommended deep 

leaning and deep adversarial learning as the future techniques that 

can effectively handle the menace of spam emails. 
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1. Introduction 

The Internet is step by step turning into a vital piece of 

regular day to day existence. Web use is relied upon to keep 

developing and email has become a useful asset proposed for 

thought and data trade, just as for users‟ business and public 

activities. Alongside the development of the Internet and email, 

there has been a sensational development in spam as of late. 

Most of spam arrangements manage the surge of spam. 

However, it is stunning that regardless of the expanding 

advancement of hostile to spam administrations and 

innovations, the quantity of spam messages keeps on expanding 

quickly. The expanding volume of spam has become a genuine 

danger not exclusively to the Internet, yet additionally to 

society. For the business and instructive condition, spam has 

become a security issue. Spam has gone from simply being 

irritating to being costly and hazardous. The riddle is that spam 

is hard to characterize. What is spam to one individual isn't 

really spam to another. Luckily or shockingly, spam is digging 

in for the long haul and destined to increment its effect the 

world over. It has become an issue that can never again be 

disregarded; an issue that should be tended to in a multilayered 

approach: at the source, on the system, and with the end-client. 

In this advanced age, which is the time of gadgets and PCs, one 

of the effective and power methods of correspondence is the 

email. Undesired, spontaneous email is a disturbance for its 

beneficiaries; be that as it may, it additionally frequently shows  

 

a security danger. For ex., it might contain a connect to a fake 

site aiming to catch the user’s login certifications (data fraud, 

phishing), or a connect to a site that introduces pernicious 

programming (malware) on the user’s PC. Introduced malware 

can be utilized to catch client data, send spam, have malware, 

have phish, or direct refusal of administration assaults as a 

major aspect of a "bot" net. While counteractive action of spam 

transmission would be perfect, discovery permits clients and 

email suppliers to address the issue today. Spam sifting has 

become a significant issue over the most recent couple of years 

as spontaneous mass email forces enormous issues regarding 

both the measure of time spent on and the assets expected to 

consequently channel those messages. Email correspondence 

has come up as the best and famous method for correspondence 

today. Individuals are sending and getting numerous messages 

every day, speaking with accomplices and companions, 

exchanging files and data. Email data are currently turning into 

the predominant type of bury and intra-organizational written 

correspondence for some organizations and government 

offices. Emails are the fundamental piece of life now, just likes 

cell phones and tablets.  

2. Need for blocking spam emails 

Emails can be of spam type or non-spam type. Spam mail is 

likewise called as garbage mail or undesirable mail while non-

spam sends are certified in nature and implied for a particular 

individual and reason. Data recovery offers the devices and 

calculations to deal with content reports in their information 

vector structure. The Statistics of spam are ever growing in 

number. Toward the end of 2002, as much as 40 % of all email 

traffic comprised of spam. In 2003, the rate was evaluated to be 

around 50 % all things considered. In 2006, BBC news revealed 

96 % of all emails to be spam. Spam can be characterized as 

spontaneous (undesirable, garbage) email for a beneficiary or 

any email that the client doesn’t have any desire to have in his 

inbox. It is additionally branded as " at least one spontaneous 

message, sent or posted as a piece of bigger accumulation of 

messages, all having considerably indistinguishable substance." 

There are extreme issues from the spam sends, viz., wastage of 

system assets (data transfer capacity), wastage of time, harm to 

the PC’s and workstations due to infections and moral issues, 

for example, the spam emails publicizing explicit locales which 

are unsafe to the youthful ages.  
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3. Machine learning in email classification 

AI field is a subfield from the wide field of man-made 

reasoning; this expects to make machines ready to learn like 

human. Learning here means comprehending, watching and 

speaking to data about some measurable marvel. In solo 

learning, one attempts to reveal concealed regularities (groups) 

or to distinguish irregularities in the information from spam 

messages or system interruption. In email- separation task, a 

few highlights could be the pack of words or the headline 

investigation. Accordingly, the contribution to email 

arrangement assignment can be seen as a two-dimensional 

framework, whose tomahawks are the messages and the 

highlights. Email arrangement errands are regularly separated 

into sub-assignments. Initially, data accumulation and its 

depiction are generally problem-specific (for example email 

messages); secondly, emails include feature selection and 

detection, tries to reduce the endeavor to lessen the 

dimensionality (for example the quantity of highlights) for the 

remaining steps. At last, the email order period of the procedure 

finds the real mapping between preparing set and testing set. In 

the accompanying segment, we will review the most well-

known AI strategies. 

A. Naïve Bayes Classifier Method: 

In 1998, the Naïve Bayes classifier was proposed for spam 

recognition. The Bayesian classifier chips away at reliant 

occasions and the likelihood of a similar occasion happening 

later on that can be identified from the current ones. This 

method can be utilized to characterize spam messages; words 

probabilities play a fundamental principle here. On the off 

chance that a few words happen regularly in spam yet not in 

ham, at that point this approaching email is most likely spam. 

Naive Bayes classifier algorithm has become a very prevalent 

technique in mail sifting programming. Bayesian channel has 

to be prepared to work viably. Each word has certain likelihood 

of happening in spam or ham email in its database. On the off 

chance that the aggregate of words probabilities surpasses a 

specific point of confinement, the channel will check the email 

into either class. Here, just two classifications are important: 

spam or ham. Practically all the measurement-based spam 

filters utilize Bayesian likelihood computation to consolidate 

singular token's insights to a general score, and settle on a 

sifting choice dependent on the score. 

B. K-Nearest Neighbor Classifier Method 

The k-nearest neighbor (K-NN) classifier is viewed as an 

instance-based classifier, that implies that the preparation 

records are utilized for correlation as opposed to an express 

classification portrayal, for example, the class profiles utilized 

by different classifiers. Overall, there is no dedicated 

preparation stage. At the point when another record has to be 

arranged, the k most comparable archives (neighbors) are found 

and if an enormous extent of them have been doled out to a 

specific class, the new report is likewise doled out to this 

classification. In addition, finding the closest neighbors can be 

stimulated utilizing conventional ordering strategies. To choose 

whether a message is spam or ham, we take a gander at the class 

of the messages that are nearest to it. The correlation between 

the vectors is a real-time process. 

C. Artificial Neural Networks Classifier Method 

An artificial neural network (ANN), also called simply a 

"Neural Network" (NN), is a computational model based on 

biological neural networks. It consists of an interconnected 

collection of artificial neurons. An artificial neural network is 

an adaptive system that changes its structure based on 

information that flows through the artificial network during a 

learning phase. The ANN is based on the principle of learning 

by example. There are, however the two  

classical kind of the neural networks, perceptron and the 

multilayer perceptron. An artificial neural network (ANN), also 

called simply a "Neural Network" (NN), is a computational 

model based on biological neural networks. It consists of an 

interconnected collection of artificial neurons. An artificial 

neural network is an adaptive system that changes its structure 

based on information that flows through the artificial network 

during a learning phase. The ANN is based on the principle of 

learning by example. There are, however the two classical kind 

of the neural networks, perceptron and the multilayer 

perceptron. An artificial neural network (ANN), also called 

simply a "Neural Network" (NN), is a computational model 

based on biological neural networks. It consists of an 

interconnected collection of artificial neurons. An artificial 

neural network is an adaptive system that changes its structure 

based on information that flows through the artificial network 

during a learning phase. The ANN is based on the principle of 

learning by example. There are, however the two classical kind 

of the neural networks, perceptron and the multilayer 

perceptron. 

An artificial neural network (ANN), likewise called 

essentially a "Neural Network" (NN), is a computational model 

dependent on natural neural networks. It comprises of an 

interconnected gathering of artificial neurons. An artificial 

neural network is a versatile framework that changes its 

structure dependent on data that moves through the artificial 

network during a learning stage. The ANN depends on the rule 

of learning by model. There are two traditional sorts of neural 

networks, perceptron and the multilayer perceptron. The 

calculation stops when a choice capacity is found that 

effectively characterizes all the preparation tests. 

D. Support vector machines classifier method 

Support Vector Machines depend on the idea of choice 

planes that characterize choice limits. A choice plane is one that 

isolates between a lot of items having distinctive class 

participants, the SVM demonstrating calculation finds an ideal 

hyperplane with the maximal margin to isolate the two classes. 

Cross validation is additionally used to evaluate the speculation 

ability on new examples that are not in the preparation dataset. 

A k-overlap cross approval randomly separates the preparation 
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dataset into k around equivalent measured subsets, leaves out 

one subset, manufactures a classifier on the rest of the 

examples, and afterward assesses arrangement execution on the 

unused subset. This procedure is rehashed k times for every 

subset to get it to traverse the entire preparation dataset. In the 

event that the preparation dataset is enormous, a small subset 

can be utilized for cross approval to diminish registering costs. 

E. Artificial Immune System Classifier Method 

The biological immune system has been effective at 

protecting the human body against a huge assortment of remote 

pathogens. The primary job of the immune system is to shield 

our bodies from agents that cause infection, for example, 

infections, and microbes. On the outside of these operators are 

antigens that permit the recognizable proof of the attacking 

specialists, inciting an immune reaction. Recognition in the 

immune system is performed by lymphocytes. Every 

lymphocyte communicates with receptor particles of one 

specific shape on its surface called counter acting agent. An 

expanding genetic mechanism including combinatorial 

relationship with various gene fragments underlies the 

development of these receptors. The general immune reaction 

includes three developmental strategies: gene library, negative 

determination and clonal choice. In gene library, antibodies 

perceive antigens by the integral properties that have a place 

just with antigens. Along these lines, some information of 

antigen properties is required to produce able antibodies. An 

important constraint that the immune has to satisfy is not to 

attack its own cells.  Negative selection eliminates 

inappropriate antibodies, which bind to self.  Clonal selection 

clones’ antibodies perform really well on the other hand.  Thus, 

according to currently existing antigens, only the fittest 

antibodies survive. Similarly, instead of having the information 

about specific antigens, it organizes the fittest antibodies by 

interacting with the current antigens. 

F. Rough set classifier method 

In 1982, Pawlak developed the Rough set (RS) theory. Rough 

set has a great ability to compute the reductions of information 

systems. Information system might have some attributes that 

are irrelevant to the target concept (i.e. decision attribute), and 

some redundant attributes. Reduction is needed to generate 

simple useful knowledge from it.  It is a minimal subset of 

conditional attributes with respect to decision attributes. 

4. Hashcash 

Hashcash is a proof-of-work system used to limit email spam 

and denial-of-service attacks, and more recently has become 

known for its use in bitcoin (and other cryptocurrencies) as part 

of the mining algorithm. Hashcash was proposed in 1997 by 

Adam Back and is described more formally in Back's paper 

"Hashcash - A Denial of Service Counter-Measure".  Hashcash 

is a cryptographic hash-based proof-of-work calculation that 

requires a selectable measure of work to process, yet the 

verification can be checked productively. For email utilities, a 

printed encoding of a Hashcash stamp is added to the header of 

the email to demonstrate the sender has consumed a humble 

measure of CPU time presuming the stamp before sending the 

email. As such, as the sender has set aside a specific measure of 

effort to produce the stamp and send the email, it is impossible 

that they are a spammer. The beneficiary can, at unimportant 

computational expense, check that the stamp is legitimate. 

Nonetheless, the main realized approach to discover a header 

with the vital properties is brute force, attempting arbitrary 

esteems until the appropriate response is found; however, 

testing an individual string is simple, good answers are 

uncommon enough that it will require a considerable number of 

attempts to discover the appropriate response. The speculation 

is that spammers, whose plan of action depends on their 

capacity to send enormous quantities of emails with almost no 

expense per message, will cease to be productive if there is even 

a little cost for each spam they send. Beneficiaries can confirm 

whether a sender made such a venture and utilize the outcomes 

to help filter email. The Hashcash framework has the preferred 

position over micropayment proposition applying to real email 

that no genuine cash is included. Neither the sender nor 

beneficiary need to pay, consequently, the managerial issues 

engaged with any micropayment framework and good issues 

identified with charging for email are maintained from a 

strategic distance. Then again, as Hashcash requires possibly 

huge computational assets to be exhausted on every email being 

sent, it is to some degree hard to tune the perfect measure of 

normal time one wishes customers to consume processing a 

substantial header. This can mean giving up openness from 

low-cost embedded systems or else risk non-friendlies not 

being moved enough to give a viable filter from spam. 

Hashcash is additionally genuinely easy to actualize in mail 

client specialists and spam filters. No focal server is required. 

Hashcash can be gradually conveyed—the extra Hashcash 

header is disregarded when it is gotten via mail by customers 

that don't get it. One conceivable examination inferred that just 

one of the accompanying cases is likely: either non-spam email 

will stall out because of absence of preparation intensity of the 

sender, or spam email will undoubtedly still get past. Instances 

of each incorporate, individually, a unified email topology (like 

a mailing list), in which some server is to send a gigantic 

measure of authentic messages, and botnets or bunch ranches 

with which spammers can expand their preparation power 

massively. The majority of these issues might be tended to. e.g., 

botnets may terminate quicker due to clients seeing the high 

CPU burden and takings counter-measures, and mailing list 

servers can be enlisted in white records on the supporters' hosts 

and hence be soothed from the Hashcash challenges. In any 

case, they speak as genuine deterrents to the deployment of 

Hashcash that still need to be tended to. 

5. Conclusion 

The paper presents a comprehensive analysis of various 

approaches and techniques that aim to mitigate the prevalence 
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of spam emails in people’s inbox, a problem that all have been 

facing with no panacea for the problem. The spammers are 

innovating newer and better approaches in order to circumvent 

the current spam filtering systems. So, continuous research and 

innovation process should be adopted to keep the spamming in 

check. The auto immune system is an adept spam classification 

technique that discerns the spam emails based on the usual 

patterns of the text message included in the mail. The artificial 

neural network has also proven to be a robust mechanism 

against the spam emails. A combination of ANN along with the 

artificial immune system have proven to be better in 

classification than the conventional ANN or the artificial 

immune system alone. Hybrid models have proven to be better 

performing, with advantages of the individual techniques 

adding up together to create a model far better performing and 

thus producing better classification of mails and hence better 

results. Hashcash is a recently developed technique that has 

been evolving due to its use case in wide array of application. 

The Hashcash technique has been a promising technique and is 

being considered as a one-stop solution of all the spamming-

based problems and has a huge scope for further analysis and 

research. With decentralized systems, increasing in popularity 

and being adopted across domain Hashcash can be fundamental 

to prevent spamming in such environments. The review 

presents with varied approaches for spam blocking and 

mentions possible areas of research that could help in tacking 

this issue more firmly. 

References 

[1] M. N. Marsono, M. W. El-Kharashi, and F. Gebali, “Binary LNS-based 

naïve Bayes inference engine for spam control: Noise analysis and FPGA 

synthesis”, IET Computers & Digital Techniques, 2008.  
[2] Awad, W. A., & ELseuofi, S. M. (2011). Machine learning methods for 

spam e-mail classification. International Journal of Computer Science & 

Information Technology (IJCSIT), 3(1), 173-184. 
[3] Muhammad N. Marsono, M. Watheq El-Kharashi, Fayez Gebali 

“Targeting spam control on middleboxes: Spam detection based on layer-

3 e-mail content classification” Elsevier Computer Networks, 2009. 
[4] Yuchun Tang, Sven Krasser, Yuanchen He, Weilai Yang, Dmitri 

Alperovitch, “Support Vector Machines and Random Forests Modeling 

for Spam Senders Behavior Analysis” IEEE Globecom, 2008 
[5] Guzella, T. S. and Caminhas, W. M, “A review of machine learning 

approaches to Spam filtering.” Expert Syst. Appl., 2009. 

[6] Wu, C, “Behavior-based spam detection using a hybrid method of rule-
based techniques and neural networks,” Expert Syst., 2009. 

[7] Khorsi. “An overview of content-based spam filtering techniques”, 

Informatica,” 2007. 
[8] Flavio D, Garcia, Jaap-Henk Hoepman and Jeroen van Nieuwenhuizen, 

“Spam Filter Analysis”, 2014. 

[9] Alexy Bhowmick and Shyamanta M. Hazarika, “Machine Learning for E-
mail Spam Filtering: Review, Techniques and Trends”, 2016. 

[10] S. Roy, A. Patra, S. Sau, K.Mandal and S. Kunar, “An Efficient Spam 

Filtering Techniques for Email Account”, American Journal of 
Engineering Research, 2013. 

[11] Emmanuel Gbenga Dada, Joseph Stephen Bassi, Haruna Chiroma, Shafi'i 
Muhammad Abdulhamid, Adebayo Olusola Adetunmbi and Opeyemi 

Emmanuel Ajibuwa, “Machine learning for email spam filtering: review, 

approaches and open research problems”, Elsevier, 2019.

 
 

 

 

 


