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Abstract—This paper presents the FPGA AES encryption on 

increasing speed. 

 
Index Terms—FPGA, AES, encryption  

I. INTRODUCTION 

The Rijndael square figure calculation was picked by NIST 

as the new propelled encryption standard (AES). As DES isn't 

viewed as a Standard any longer the business would now race 

into executing AES for cryptographic usage on their items. 

Being the most grounded encryption calculation which never 

has been broken till now, it accompanies overheads like 

execution. Different equipment usage for AES exist, yet have 

their own particular stars and cons and there is parcel of work 

being done in the zone to accomplish flawlessness. 

A. Product Perspective 

Advanced Encryption Standard (AES) the most recent 

encryption standard affirmed by NIST is by a long shot turning 

into the default decision for encryption in arranged applications. 

Equipment execution of the calculation gives better execution 

however offers less adaptability and is additionally troublesome 

and tedious to actualize when contrasted with a product usage. 

With the execution of the security hinder in IXP 2850 Intel has 

actualized encryption as an ASIC chip on indistinguishable 

board from their processor. Putting least specifics in the square 

guarantees adaptability for different applications. This 

adaptability is accomplished by including a programming 

model along which keeps running on the micro-engines. 

Our goal is to execute the Advanced Encryption Standard on 

equipment utilizing a FPGA chip. All the while build up a 

product execution utilizing the SDK 3.0 for Artix-7. The Intel 

SDK 3.0 comprises of an OK API which gives relative control 

to the software engineer.  

Examination between these two methodologies utilizing a 

similar stream outlines, square lengths, key lengths and same 

information will decide the overheads of utilizing equipment 

and in the event that they are justified, despite all the trouble. 

Likewise it would test the execution of the Intel's Programming 

model. 

Artix®-7 gadgets give the most astounding execution per-

watt texture, handset line rates, DSP handling, and AMS 

coordination in a cost-advanced FPGA. Highlighting the  

MicroBlaze™ delicate processor and 1,066Mb/s DDR3 bolster,  

 

the family is the best an incentive for an assortment of cost and 

power-touchy applications including programming 

characterized radio, machine vision cameras, and low-end 

remote backhaul. 
TABLE I 

FEATURES OF ARTIX-7 

 
 

 
Fig. 1.  AES design 

 

The product usage scrambles encoding and decoding on a 

solitary microengine utilizing one string. The means for doing 

the above are as per the following:  

 Plaintext to be encoded is composed frame the DRAM 

move registers into the info RAM of the crypto unit. 

 The key is built into both crypto units. 

 The content is encoded utilizing crypto unit 0 and the 

subsequent figure content is built into the DRAM read 

registers.  

 The cipher text is imitative from the DRAM read 
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register into the DRAM write register and then is 

transferred to input RAM of the crypto unit 1. 

 The cipher text is being decrypted and is then written 

into the DRAM read transfer registers. 

B. Programming Functions 

The accompanying vital elements of the SDK 3.0 API are 

utilized for the above advances: 

Step 1:  

Writing in plain text into crypto input RAM 

xbuf_alloc($$orig_plain_text, 16, write) 

crypto_write_ram( 

$$orig_plain_text[0], 

DATA_RAM_ADDR, 

8, 

ENCRYPT_UNIT, 

ram_sig) 

ctx_arb[ram_sig] 

 

Step 2:  

Loading the Key 

crypto_load_key( 

$$key[0], 

3, 

DECRYPT_UNIT, 

CRYPTO_BANK, 

DECRYPT_STATE, 

key_sig) 

ctx_arb[iv_sig, key_sig] 

 

Step 3:   

Encrypt  

crypto_cipher( 

$$encrypt_data[0], 

DATA_RAM_ADDR, 

8, 

CRYPTO_CIPHER_ENCRYPT, 

CRYPTO_CIPHER_NO_CBC, 

CRYPTO_CIPHER_AES_128, 

ENCRYPT_UNIT, 

CRYPTO_BANK, 

ENCRYPT_STATE, 

cipher_sig) 

ctx_arb[cipher_sig] 

 

Step: 4   

Decrypt 

crypto_cipher( 

$$new_plain_text[0], 

DATA_RAM_ADDR, 

8, 

CRYPTO_CIPHER_DECRYPT, 

CRYPTO_CIPHER_NO_CBC, 

CRYPTO_CIPHER_AES_128, 

DECRYPT_UNIT, 

CRYPTO_BANK, 

DECRYPT_STATE, 

cipher_sig) 

II. SIMULATION OUTPUT 

The igure shows the reenactment yield's data.  

 

 
Fig. 2.  Reenactment yield's data 

 

The encryption block is simulated with an input data and a 

key length of 128 bits. The data input data is entered as 

“3243f6a8885a308d313198a2e0370734” and the input key is  

“2b7e151628aed2a6abf7158809cf4f3c”.  

The encrypted cipher output is  

“3925841d02dc09fbdc118597196a0b32”.  

The result matches with the spec. 

 

 
Fig. 3.  Encrypted result 

A. Decryption Block 

The encryption procedure for 128-piece information measure 

experiences 10 rounds. The underlying round just includes the 

beginning key and the info information and the outcome is the 

contribution of cycle 1. Cycle 1 through cycle 10 the beginning 

information experiences sub-byte change, move lines change, 

blend segment change and after that additional with the 

particular round key created for each round from past round 

key. The flowchart of the best level module controlling the 

encryption square is appeared in Fig. 4, Every one of the 
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modules are actualized utilizing VHDL and are given in the 

index. 

 
Fig. 4.  Decryption block 

 

The entire code running on one microengine in a lone string 

condition took 1185 microengine cycles. Help progression is 

possible by applying parallelism and using more microengines.  

The crypto units of the IXP 2850 work at 700 MHz giving 

quick mass encryption and unraveling. All the symmetric key 

encryption is offloaded to the crypto units, which moreover are 

used to register message digests, message affirmation checks 

and checksums. The crypto units can perform larger piece of 

package changes at high speeds freeing the microengines to 

perform other package getting ready endeavors.  

The Intel SSDK 3.0 outfits an extraordinary progression 

condition with part of certain limits. It has a nice programming 

condition and examining interface.  

The VHDL use of the AES figuring was viable. Both the 

encryption and unscrambling squares are formed and reenacted 

and the results are as anyone might expect. 

The AES chip was successfully joined using particular 

course of action of instruments from Cadence Design System 

Inc. The netlist created out of amalgamation was viably striven 

for its convenience. Furthermore, the place and course of the 

chip was done. 

III. CONCLUSION 

This paper presented the overview of FPGA implementation 

of AES encryption on increasing speed. 

REFERENCES 

[1] B. C. Villaverde, S. Rea, D. Pesch, Inrout–a qos aware route selection 

algorithm for industrial wireless sensor networks, Ad Hoc Networks 10 

(3) (2012) 458–478.  

[2] Q. Wang, I. Balasingham, Wireless sensor networks-an introduction, 

INTECH Open Access Publisher, 2010.  

[3] S. Kumar, D. Shepherd, Sensit: Sensor information technology for the 

warfighter, in: Proc. 4th Int. Conf. on Information Fusion, 2001, pp. 1–7.  

[4] C.Y. Chong, S. P. Kumar, Sensor networks: evolution, opportunities, and 

challenges, Proceedings of the IEEE 91 (8) (2003) 1247–1256.  

[5] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, E. Cayirci, Wireless 

sensor networks: a survey, Computer networks 38 (4) (2002) 393–422. 

[6] F. Karray, M. Jmal, M. Abid, M. S. BenSaleh, A. M. Obeid, A review on 

wireless sensor node architectures, in: Reconfigurable and 

Communication-Centric Systems-on-Chip (ReCoSoC), 2014 9th 

International Symposium on, IEEE, 2014, pp. 1–8.  

[7] J. Hill, M. Horton, R. Kling, L. Krishnamurthy, The platforms enabling 

wireless sensor networks, Communications of the ACM 47 (6) (2004) 41–

46.  

[8] M. Healy, T. Newe, E. Lewis, Wireless sensor node hardware: A review, 

in: Sensors, 2008 IEEE, IEEE, 2008, pp. 621–624.  

[9] M. Hempstead, M. J. Lyons, D. Brooks, G.-Y. Wei, Survey of hardware 

systems for wireless sensor networks, Journal of Low Power Electronics 

4 (1) (2008) 11–20.  

[10] M. Johnson, M. Healy, P. van de Ven, M. J. Hayes, J. Nelson, T. Newe, 

E. Lewis, A comparative review of wireless sensor network mote 

technologies, in: Sensors, 2009 IEEE, IEEE, 2009, pp. 1439–1442.  

[11] V. Potdar, A. Sharif, E. Chang, Wireless sensor networks: A survey, in: 

Advanced Information Networking and Applications Workshops, 2009. 

WAINA’09. International Conference on, IEEE, 2009, pp. 636–641.  

[12] S. Gajjar, N. Choksi, M. Sarkar, K. Dasgupta, Comparative analysis of 

wireless sensor network motes, in: Signal Processing and Integrated 

Networks (SPIN), 2014 International Conference on, IEEE, 2014, pp. 

426–431.  

[13] R. P. Narayanan, T. V. Sarath, V. V. Vineeth, et al., Survey on motes used 

in wireless sensor networks: Performance & parametric analysis, Wireless 

Sensor Network 8 (04) (2016) 51.  

[14] M. A. M. Vieira, C. N. Coelho, D. Da Silva, J. M. da Mata, Survey on 

wireless sensor network devices, in: Emerging Technologies and Factory 

Automation, 2003. Proceedings. ETFA’03. IEEE Conference, Vol. 1, 

IEEE, 2003, pp. 537–544.  

[15] [A. De La Piedra, A. Braeken, A. Touhafi, Sensor systems based on fpgas 

and their applications: A survey, Sensors 12 (9) (2012) 12235– 12264. 

[16] J. Sarkhawas, P. Khandekar, Fpga based wireless sensor network node: 

Survey, international journal of VLSI and embedded systems 6 (2015) 

1450–1456.  

[17] K. S. Low, W. N. N. Win, M. J. Er, Wireless sensor networks for industrial 

environments, in: Computational Intelligence for Modelling, Control and 

Automation, 2005 and International Conference on Intelligent Agents, 

Web Technologies and Internet Commerce, International Conference on, 

Vol. 2, IEEE, 2005, pp. 271–276.  

[18] V. C. Gungor, G. P. Hancke, Industrial wireless sensor networks: 

Challenges, design principles, and technical approaches, IEEE 

Transactions on industrial electronics 56 (10) (2009) 4258–4265.  

[19] M. Raza, N. Aslam, H. Le-Minh, S. Hussain, Y. Cao, N. M. Khan, A 

critical analysis of research potential, challenges and future directives in 

industrial wireless sensor networks, IEEE Communications Surveys & 

Tutorials.  

[20] I. F. Akyildiz, T. Melodia, K. R. Chowdhury, A survey on wireless 

multimedia sensor networks, Computer networks 51 (4) (2007) 921– 960.  

[21] A. Seema, M. Reisslein, Towards efficient wireless video sensor 

networks: A survey of existing node architectures and proposal for a 

flexiwvsnp design, IEEE Communications Surveys & Tutorials 13 (3) 

(2011) 462–486.  

[22] B. Tavli, K. Bicakci, R. Zilan, J. M. Barcelo-Ordinas, A survey of visual 

sensor network platforms, Multimedia Tools and Applications 60 (3) 

(2012) 689–726.  

[23] G. J. Garc´ıa, C. A. Jara, J. Pomares, A. Alabdo, L. M. Poggi, F. Torres, 

A survey on fpga-based sensor systems: towards intelligent and 

reconfigurable low-power sensors for computer vision, control and signal 

processing, Sensors 14 (4) (2014) 6247–6278.  

[24] J. Yick, B. Mukherjee, D. Ghosal, Wireless sensor network survey, 

Computer networks 52 (12) (2008) 2292–2330.

 

 

 


